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Multiscale modeling of the moist-convective atmosphere is reviewed with an emphasis on the
recently proposed approaches of unified parameterization andQuasi-3D (Q3D)MultiscaleModeling
Framework (MMF). The cumulus parameterization problem,whichwas introduced to represent the
multiscale effects of moist convection, has been one of the central issues in atmospheric modeling.
After a review of the history of cumulus parameterization, it is pointed out that currently there
are two families of atmospheric models with quite different formulations of model physics, one
represented by the general circulationmodels (GCMs) and the other by the cloud-resolvingmodels
(CRMs). Ideally, these two families of models should be unified so that a continuous transition of
model physics fromonekind to the other takes place as the resolution changes. This paper discusses
two possible routes to achieve the unification. ROUTE I unifies the cumulus parameterization in
conventional GCMs and the cloud microphysics parameterization in CRMs. A key to construct
such a unified parameterization is to reformulate the vertical eddy transport due to subgrid-
scale moist convection in such a way that it vanishes when the resolution is sufficiently high. A
preliminary design of the unified parameterization is presented with supporting evidence for
its validity. ROUTE II for the unification follows theMMF approach based on a coupled GCM/CRM,
originally known as the “super-parameterization”. The Q3D MMF is an attempt to broaden the
applicability of the super-parameterization without necessarily using a fully three-dimensional
CRM. This is accomplished using a network of cloud-resolving grids with gaps. The basic Q3D
algorithm and highlights of preliminary results are reviewed. It is suggested that the hierarchy
of future global models should form a “Multiscale Modeling Network (MMN)”, which com-
bines these two routes. With this network, the horizontal resolution of the dynamics core
and that of the physical processes can be individually and freely chosen without changing
the formulation of model physics. Development of such a network will represent a new
phase of the history of numerical modeling of the atmosphere that can be characterized by
the keyword “unification”.
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1. Introduction

As illustrated in Fig. 1, clouds and their associated physical
processes strongly influence the atmosphere in the following
ways (Arakawa, 1975):

• By coupling dynamical and hydrological processes in the at-
mosphere through the heat of condensation and evaporation
and through redistributions of sensible and latent heat and
momentum;

• By coupling radiative and dynamical-hydrological processes
in the atmosphere through the reflection, absorption, and
emission of radiation;

• By influencing hydrological processes in the ground through
precipitation; and

• By influencing the couplings between the atmosphere and
oceans (or ground) through modifications of radiation and
planetary boundary layer (PBL) processes.

It is important to note that most of these interactions are
two-way interactions. For example, the amount of latent
heat release through condensation is strongly coupled with
the motion so that the heat of condensation is a result of
the motion as well as a cause of the motion. Thus, although
the release of latent heat is a dominant component of the
atmosphere's sensible heat budget, it is not correct to say
that the atmospheric motions are “forced” by the heat of con-
densation (see Emanuel et al., 1994). Similar situations exist
for all of the two-way interactions shown in Fig. 1.
Fig. 1. Interactions between various processes in the climate system.
Taken from Arakawa (2004), his Fig. 1.

Fig. 2. An example of satellite cloud images showing clusters of clouds.
Taken from http://goes.gsfc.nasa.gov/pub/goes/color_goes11d1.jpg.
Convectively active clouds play the central roles in these inter-
actions and the problem of cumulus parameterization has al-
ways been at the core of our effort to improve numerical
modeling of the atmosphere. In spite of the accumulated expe-
rience over the past decades, however, our progress in this as-
pect of atmospheric modeling has been especially slow
(Randall et al., 2003). Besides the basic question of how to
pose the problem, there are a number of uncertainties in
modeling moist-convective processes as reviewed by Arakawa
(2004). Even more seriously, we have not established a suffi-
ciently general framework for representing the multiscale ef-
fects of moist-convective processes. Before the satellite age,
we used to see the atmosphere through weather charts. Now
we can also see the atmosphere via satellites as in the example
shown in Fig. 2. Herewe see lots of details aswell as large-scale
features. This by itself gives us the feeling that atmospheric
modeling must inevitably be multiscale modeling.

In numerical modeling, we have to truncate the continu-
ous system somewhere in the spectrum. This artificially sep-
arates the spectrum into the resolved scales, for which the
local and instantaneous effects are simulated, and the unre-
solved scales, for which only the statistical effects can be con-
sidered through parameterization. Numerical models
typically treat these two scales as separate modules as
shown in Fig. 3. For the two-way interactions to take place
between these modules, the loop in the figure must be closed
requiring closure assumptions.

image of Fig.�1
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http://goes.gsfc.nasa.gov/pub/goes/color_goes11d1.jpg


Fig. 3. A schematic diagram showing interactions between the resolved and
unresolved scales separated by truncation.
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Closure assumptions in the cumulus parameterization prob-
lem are reviewed by Arakawa and Chen (1987) and Arakawa
(1993) in detail. The choice of a closure assumption closely re-
flects one's view of the parameterizability of cumulus convec-
tion, which is by no means an obvious question. One of the
complexities is that cumulus parameterization in numerical
modeling is more than a physical/statistical problem because
it is required as a consequence of mathematical truncation.
Even when the statistical effects of cumulus convection is in
fact parameterizable for large grid sizes, it is highly question-
able that it is also true for small grid sizes because grid-size av-
erages themselves tend to lose their statistical significance.

Strictly speaking, truncation of a continuous system can
be justified only when the resulting error can be made arbi-
trarily small by using a higher resolution. This requires that
the dynamics and physics of the low-resolution models
such as conventional general circulation models (GCMs) con-
verge to those of the high-resolution models such as cloud-
resolving models (CRMs) with an increase of the horizontal
resolution. If the GCM and CRM share the same dynamics
core, which must necessarily be nonhydrostatic, we expect
that the convergence does take place as far as the model dy-
namics is concerned. Unfortunately, the same is not true for
the conventional formulations of model physics especially
when moist-convective processes are involved. If the model
physics of GCMs is reformulated in such a way that it con-
verges to that of CRMs, those two kinds of model physics
are unified as far as the representation of deep moist convec-
tion is concerned. Then, we can freely choose intermediate
resolutions or highly heterogeneous resolutions such as in
local or adaptive mesh refinement, while staying with the
same formulation of model physics.

The purpose of this paper is to review multiscale model-
ing of the moist-convective atmosphere with an emphasis
of our own recent work on the subject. Section 2 presents a
historical review of cumulus parameterizations with an em-
phasis on their physical basis. Section 3 discusses a problem
in existing representations of moist-convective processes and
gives a rationale for unification of model physics. Sections 4
and 5 review ROUTE I and ROUTE II for the unification, which
follow the approaches of generalizing conventional cumulus
parameterization and using a coupled GCM/CRM system,
respectively. Finally, a summary and conclusions are presented
in Section 6.

2. A historical review of cumulus parameterizations

The importance of parameterizing the large-scale effects
of moist convection was recognized in the early 1960's in
tropical cyclone modeling. At the first international
symposium on numerical weather prediction (NWP) in
Tokyo, November 1960, Akira Kasahara presented a paper
on a numerical experiment to simulate the development of
a tropical cyclone (Kasahara, 1962). Ironically, the experi-
ment showed that grid-scale cumulus cells were developed
instead of a cyclone-scale vortex. This result is consistent
with what we know from the theories by Bjerknes (1938)
and Lilly (1960), who showed that conditional instability
with saturated updraft and unsaturated downdraft
favors the smallest possible scale for the updraft. According
to Kasahara (2000), Jule Charney gave the following com-
ment at the end of Kasahara's presentation:

“…Why does a large-scale convective system form (in nature)
when themotion is more unstable for cumulus-cloud scale?…
We take an attitude that a hurricane or a typhoon and the
cumulus clouds do not compete, but they cooperate … How
do you handle that in the numerical prediction scheme and
isn't it very difficult to deal with both small and large
scales?”

The idea of cooperation led Charney to propose “Condi-
tional Instability of the Second Kind (CISK)” (Charney and
Eliassen, 1964, hereafter CE64). In this paper, the authors
envision that the cooperation of the two scales is through a
supply of latent heat energy to the cyclone by the clouds
and supplying the fuel in the form of moisture to the clouds
by the low-level frictional inflow of the cyclone. No cloud
model beyond the vertically integrated moisture budget is
used in CE64. About the same time, Ooyama (1964, hereafter
O64) independently proposed a CISK mechanism for tropical
cyclone development. In contrast to CE64, O64 uses an
entraining cloud model instead of requiring the moisture
balance a priori. In spite of this difference, CE64 and O64
are conceptually similar in the sense that tropical cyclone
development is due to the cooperation between cumulus-
and cyclone-scale motions through frictionally induced
cyclone-scale convergence on one hand and energy supply
by cumulus heating on the other hand.

The idea of CISK as multiscale modeling of the moist-
convective atmosphere subsequently became popular among
the tropical meteorology community. It has been, however,
subject to criticisms also. Perhaps one of the most severe criti-
cisms is that of Emanuel et al. (1994), who pointed out that the
release of latent heat does not necessarily generate kinetic en-
ergy. Arakawa (2004) also criticized the idea of the low-level
convergence as a cause for cyclone development. The low-
level convergence brings drier and colder air of the outer region
into the central region, decreasing the low-level equivalent po-
tential temperature θe of the latter region. From the point of
view of conditional instability, this is a negative feedback.
More fundamentally, cooperation of cyclone- and cumulus-
scale motions without external sources can never explain the
intensification of the central warm core during the cyclone de-
velopment. This is because motion under moist-adiabatic pro-
cesses simply redistributes θe without creating a new value.

Ooyama's subsequent work (Ooyama, 1969), however, can
be considered as the first successful numerical simulation of
tropical cyclone development. The model used is basically a
nonlinear version of that used in O64, but very importantly,
the low-level θe is now predicted with the effect of the surface
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Fig. 5. Plots of the normalized lapse rate defined by ΓN≡(Γ−Γm)/(Γ−Γd) vs.
the surface relative humidity RHs.
Taken from Arakawa and Chen (1987), their Fig. 11.
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heat fluxes. Then, as in the Wind-Induced Surface Heat Ex-
change (WISHE) theory later proposed by Emanuel (1986),
the surface heat flux can be enhanced as the cyclone develops
due to stronger surface wind. If a quasi-neutral vertical profile
is assumed, this means that θe is increased at all levels, which
is a positive feedback on the cyclone development. For more
details of the early history of cumulus parameterization in trop-
ical cyclone modeling, see Section 3 of Arakawa (2004).

Cumulus parameterization in GCMs has a quite different
history, beginning with the introduction of moist-convective
adjustment into a GCM by Manabe et al. (1965) (hereafter
M65). Although the concept of moist-convective adjustment
was not necessarily new (e.g., Smagorinsky, 1956; Mintz,
1958), M65 represents the first application of this concept to
a numerical model of themoist atmosphere. Fig. 4(a) schemat-
ically illustrates the adjustment process using an idealized
model that consists of only the planetary boundary layer and
a tropospheric layer. The abscissa is the mean temperature
lapse rate Γ between the two layers, Γm and Γd are the moist-
adiabatic and dry-adiabatic lapse rates, respectively, and the
ordinate is the relative humidity RH of the layers. The horizon-
tal solid line at RH=1 with ΓbΓm represents the critical rela-
tive humidity for non-convective condensation. If the air
tends to be in the yellow quadrant, this type of condensation
takes place and RH is adjusted to 1. The solid dot represents
the saturated neutral state, which is the equilibrium point
used in M65. If the air tends to be in the pink quadrant due to
the forcing by other processes, both Γ and RH are instanta-
neously adjusted to the dot point as shown by the red and
green arrows. Conservation of the moist static energy defined
by h≡cpT+Lq+gz, where cpT, Lq and gz are the sensible
heat, latent heat and geopotential energy, respectively, unique-
ly determines the mean temperature of the layers after the
adjustment.

The moist-convective adjustment of M65 can easily be
criticized because the adjustment takes place only when the
air tends to be super-saturated. Using a three-level model,
Arakawa (1969, hereafter A69) introduced a more general
definition of neutral states characterized by A=0, where A
is a measure of moist-convective instability that depends on
the low-level relative humidity as well as the temperature
lapse rate. For these neutral states, generally RHb1 and
ΓNΓm as schematically shown by the dashed line in Fig. 4(b).
Whenever the air tends to enter the pink area with AN0 due
Fig. 4. A schematic illustration of the equilibrium states, forcing and adjustment for (
boundary layer and a tropospheric layer, Γm and Γd are the moist-adiabatic and dry-a
to the forcing by other processes, adjustment to the A=0 line
takes place. In general, the destination point of adjustment is
not the same as the departure point of forcing as shown by
the red and green arrows. Thus the adjusted state can move
along the dashed line with time and thus the line should be
interpreted as a quasi-equilibrium line rather than an ensem-
ble of equilibrium points. This is a prototype of the quasi-
equilibrium hypothesis postulated by Arakawa and Schubert
(1974).

There is observational evidence for the existence of quasi-
equilibrium states similar to the dashed line shown in Fig. 4(b).
Fig. 5 shows such an example given by Arakawa and Chen
(1987). Here the abscissa is a normalized lapse rate defined
by ΓN≡(Γ−Γm)/(Γ−Γd), Γ is now the mean lapse rate between
the surface and 500 hPa, and the ordinate is the surface relative
humidity RHs. The data used for these plots is obtained from a
gridded dataset over Southeast Asia. For more details of the
dataset, see Arakawa and Chen (1987). Although the scatter is
large, the figure clearly shows clustering of the plots around a
quasi-equilibrium line similar to the dashed line in Fig. 4(b).
[The quasi-equilibrium line may be closer to the ΓN=0 line
for the cloud regimes with dominant shallow clouds].

Betts and Miller (Betts and Miller, 1986; see also Betts,
1986; Betts and Miller, 1993) later proposed an adjustment
a) M65 and (b) A69, where Γ is the mean temperature lapse rate between the
diabatic lapse rates, respectively, and RH is the relative humidity of the layers
.

image of Fig.�4
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scheme for cumulus parameterization. In contrast to A69, the
Betts–Miller scheme specifies equilibrium profiles for tem-
perature and humidity semi-empirically. The scheme is pop-
ular perhaps because it is simple and flexible while
maintaining the essence of the cumulus effects that need to
be parameterized.

Many GCMs and NWP models, however, have used vari-
ous versions of the parameterization proposed by Kuo
(1974, hereafter K74). In this scheme, as in CE64, the mois-
ture convergence by resolved motion controls the heating
due to unresolved cumulus convection through the moisture
budget. It should be noted, however, that the use of the mois-
ture budget equation for parameterization means that the
equation cannot be used again for prediction. Thus the pre-
dictability of the moisture field is lost. This is why Kuo's pa-
rameterization has to introduce a disposal parameter for the
participation of the converged water vapor between the
moistening and precipitating parts. Partly due to this, K74
was severely criticized by Emanuel and Raymond (1992),
Raymond and Emanuel (1993), Emanuel (1994) and Emanuel
et al. (1994). In spite of these criticisms, however, we should
not ignore the fact that the K74 scheme can produce accept-
able results in many practical applications. The key to under-
stand this paradox is that the scheme can also be viewed
as an adjustment scheme, as Arakawa (2004) pointed out,
though the choice of the adjustment time scale can hardly
be justified. In any case, this is an example showing that
the performance of a parameterization scheme may be better
understood by deviating from its author's own rationale for
the scheme.

The quasi-equilibrium hypothesis is further elaborated
by Arakawa and Schubert (1974, hereafter AS; see Arakawa
and Cheng, 1993 and Randall et al., 1997a for reviews). AS
considers a cloud ensemble that consists of a spectrum of
cloud types as shown in Fig. 6 for a portion of the horizontal
domain. The hypothesis follows two logical steps below:

STEP I. As in Lord and Arakawa (1980), the following kinetic
energy equation is considered for each cloud type:

dK=dt ¼ M A−δð Þ; ð2:1Þ
Fig. 6. A horizontal area at a tropospheric level showing different types of penetratin
Taken from AS, their Fig. 1.
where K is the kinetic energy of the motion associated
with the clouds,M is the total vertical mass flux by the
clouds, A is the cloudwork function defined as the rate
of kinetic energy generation by the buoyancy force per
unit M, and δ is the rate of kinetic energy dissipation
per unitM. The cloudwork function is an integralmea-
sure of moist-convective instability that depends on
the vertical distributions of temperature and humidity.
It is similar to the convective available potential energy
CAPE but depends on the cloud type classified in terms
of the fractional rate of entrainment. The neutral states
can then be defined as the vertical structures that
satisfy the kinetic energy equilibrium given by

A ¼ δ: ð2:2Þ

These neutral states should look similar to the dashed
line in Fig. 4(b) except that δ is not neglected now.
STEP I assumes that the cloud ensemble tends to adjust
the environment to establish a neutral state whenever
the situation ANδ occurs.

STEP II. AS then considers the time derivative ofA in the formof

dA=dt ¼ dA=dtð ÞLS þ dA=dtð ÞCU ; ð2:3Þ

where the first and second terms on the right hand
side represent dA/dt due to the large-scale and cumu-
lus processes, respectively. The situation (dA/dt)LSN0
acting on the state A=δmeans destabilization or forc-
ing due to the large-scale processes. In such a situa-
tion, (dA/dt)CUb0 is assumed from STEP I, which is
self-stabilization or adjustment to the state A=δ
due to cumulus processes. STEP II then assumes
the cloud work function equilibrium given by

dA=dtð ÞCU ¼ − dA=dtð ÞLS: ð2:4Þ

The assumption in Eq. (2.4) can be justified when the
adjustment takes place sufficiently fast compared to
the evolution of (dA/dt)LS. Since (dA/dt)CU depends on
g clouds with entrainment, detrainment and subsidence in the environment.

image of Fig.�6
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the cumulusmass fluxM, Eq. (2.4) determinesMneces-
sary to maintain the cloud work function equilibrium.
For observational evidence of the quasi-equilibrium,
see AS and Randall et al. (1997b).

The quasi-equilibrium hypothesis discussed here is used by

AS as the principal closure. It seems that the majority of GCMs
now use this type of principal closure, often considering a single
cloud type and/or CAPE instead of the cloudwork function. Also,
many parameterizations use relaxed adjustment, in which the
adjustment given by the left hand side of Eq. (2.4) is relaxed to
a fraction of the forcing given by the right hand side. Examples
include the widely used parameterizations by Kain and Fritsch
for mesoscales (Kain and Fritsch, 1990, 1993, 1998) and the
relaxed Arakawa–Schubert (RAS) proposed by Moorthi and
Suarez (1992).

To a large extent, the history of cumulus parameterization
has beendesigning, revising, evaluating and tuning of closure as-
sumptions, cloud models, and formulations of convective trig-
gering. Practically all of these efforts are, however, based on
themodular structure illustrated in Fig. 3. In our opinion, the his-
tory has reached the stage at which we should seriously ques-
tion the impact of this artificial separation of the spectrum as
we discuss in the next section.
3. Rationale for unification of model physics

This and next two sections discuss the rationale and two
possible approaches for unifying multiscale representations
of moist convection in numerical models of the atmosphere.
The rationale for the unification comes from the following
assessment of the current status of atmospheric modeling
by Arakawa et al. (2011): As far as representation of deep
moist convection is concerned, only two kinds of model
physics are used at present: highly parameterized and explicit-
ly simulated. Correspondingly, besides those models that ex-
plicitly simulate turbulence such as Direct Numerical
Simulation and Large Eddy Simulation models, we have two
discrete families of atmospheric models as shown in Fig. 7,
one represented by GCMs and the other by CRMs. In this
Fig. 7. Two families of atmospheric models currently being used. The horizontal
resolutions.
figure, the abscissa is the horizontal resolution and the ordi-
nate is a measure for the degree of parameterization, such
as the reduction in the degrees of freedom, increasing
downwards.

Naturally, there have been many studies to examine the
applicability of GCMs to higher resolutions as shown by the
horizontal arrow in Fig. 7. Among those studies, the work of
Williamson (1999) is particularly intriguing. The paper
shows that, when the horizontal resolution of the NCAR
CCM2 is increased for both the dynamics and physical param-
eterizations, the upward branch of the Hadley circulations in-
creases in strength and there is no sign of convergence. When
the horizontal resolution is increased for the dynamics but
not for the parameterizations, the solution converges. But
the converged state is similar to that obtained with the
coarse resolution for both so that the increased resolution
for the dynamics is wasted. Together with other evidence,
he concludes,

“the results raise a serious question— are the parameterizations
correctly formulated in the model ? … The parameterizations
should explicitly take into account the scale of the grid on which
it is based.”

Fig. 8 schematically illustrates the difference of model
physics between the two families of models. For a given ob-
served large-scale condition, we can identify the apparent
heat source, Q1, and the apparent moisture sink, Q2, from
the residuals in the large-scale heat and moisture budgets
as in the analysis presented by Yanai et al. (1973). Here the
heat source and moisture sink refer to the source of the sen-
sible heat cpT and the sink of the latent heat Lq, respectively.
In such an analysis, the direction of the lower half of the loop
shown in Fig. 3 is reversed. In spite of this, or rather because of
this, the results are useful to inferwhat the effects of unresolved
moist convection are in the real atmosphere. The left panel of
Fig. 8 schematically shows typical profiles of Q1, Q2 and Q1−
Q2 for disturbed tropical conditions. The difference Q1−Q2

gives theapparentmoist static energy source. As shown in the fig-
ure, the profile of Q1−Q2 typically has negative values in the
lower troposphere and positive values in the middle to upper
arrow represents attempts to broaden the applicability of GCMs to higher

image of Fig.�7


Fig. 8. Schematic illustration of typical profiles of moist static energy source. The heavy line in left panel: source required for low-resolution models such as GCMs
as suggested by observed large-scale budgets. Right panel: source required for high-resolution models such as CRMs as expected from local cloud microphysics.
Redrawn from Arakawa (2004), his Fig. 9.
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troposphere, indicating the dominant role of vertical eddy
transport of moist static energy. When deep moist convection
is dominant, cumulus parameterization in GCMs is expected to
produce this type of profiles, which we call the “GCM-type”.
The existing cumulus parameterizations are generally capable
of producing this type of profiles.

In contrast, the local cloud microphysical processes pro-
duce practically no moist static energy source/sink except
near the freezing level. This is because moist static energy is
conserved under moist-adiabatic processes and thus it has
no significant source/sink except where the ice phase is in-
volved. Within updrafts and downdrafts/precipitation, there
are sources immediately above the freezing level due to
freezing and sinks immediately below that level due to melt-
ing, respectively. This is illustrated in the right panel of Fig. 8.
Cloud microphysics in CRMs is expected to produce this type
of profiles, which we call the “CRM-type”. Here it is impor-
tant to recognize that any space/time/ensemble average of
the CRM-type profiles does not give a GCM-type profile, sug-
gesting that the cumulus parameterization problem is more
than a statistical theory of cloud microphysics.

Due to the advance of computer technology, we can afford
increasingly higher horizontal resolutions for numerical
Fig. 9. Domain- and ensemble-averaged profiles of the “required source” for moi
over land. Left panel: dependency on physics time interval with a fixed horizonta
fixed physics time interval (60 min).
From Jung and Arakawa (2004).
models of the atmosphere. Even a global cloud-resolving
model (GCRM, e.g., Sato et al., 2009), which explicitly simu-
lates the “true” heat source and moisture sink, can now be
used for climate simulations. This means that there is a ten-
dency toward bipolarization of global models since conven-
tional GCMs and GCRMs have qualitatively different model
physics as we have seen in Fig. 8. Ideally, GCMs should con-
verge to GCRMs as the resolution is refined so that intermedi-
ate resolutions can be freely chosen without changing the
formulation of model physics.

Jung and Arakawa (2004) performed budget analyses of
data simulated by a CRM with different space/time resolu-
tions and with and without the cloud-microphysics compo-
nent of the CRM. By comparing the results of the low-
resolution runs without cloud microphysics with that of the
high-resolution run with cloud microphysics (CONTROL),
the apparent source required for the low-resolution models
is identified. This procedure is repeated over many realiza-
tions selected from CONTROL and then the ensemble average
is taken. For illustration, the results are further space aver-
aged over the entire model domain.

Fig. 9 shows examples of the domain- and ensemble-
averaged profiles of “required” cloud-microphysical source
st static energy due to cloud microphysics under strong large-scale forcing
l grid size (2 km). Right panel: dependency on horizontal grid size with a
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of moist static energy. The left panel shows those with the
same horizontal grid size as that used for CONTROL (2 km)
but with different time intervals of implementing cloud mi-
crophysics. The heavy red line is for the case with a small
time interval (2 min), approximately representing the “real”
source. Note that, as expected, this line resembles a mixture
of the CRM-type profiles shown in the right panel of Fig. 8.
We see that, as the time interval becomes longer, the peaks
localized in the real source are dispersed in the required
source both upward and downward. This dependence of the
required source on the physics time interval must be due to
the upward transports of air with high moist static energy
produced by freezing in updrafts and downward transports
of air with low moist static energy produced by melting
in precipitating downdrafts. The right panel, on the other
hand, shows the horizontal-resolution dependence of domain-
and ensemble-averaged profiles of the required source of
moist static energy for a fixed physics time interval (60 min)
but for different horizontal grid sizes. We see that the peaks of
the required source for larger grid sizes considerably deviate
from those for the 2 km grid size. With the 32 km grid size
shown by the heavy green line, for example, we see a pro-
nounced sink in the lower troposphere and a pronounced
source spread throughout the middle and upper troposphere,
resembling the GCM-type profile shown in the left panel of
Fig. 8.

Fig. 10 is the same as Fig. 9 but for the required cloud-
microphysical source of total (airborne) water mixing ratio.
The left panel shows dominant sinks in themiddle troposphere
due to the generation of precipitating particles and small peaks
of source near the surface due to the evaporation from precip-
itation. These features do not significantly depend on the phys-
ics time interval. The right panel, however, shows a strong
dependency of the (negative) source on the horizontal grid
size, again due to the existence of vertical transports by deep
convective systems.

The existence of the in-between profiles shown in these
figures by the thin lines strongly suggests that the required
model physics smoothly transitions from one type to the
other as the resolution changes. As we have seen in these
figures, the required sources highly depend on the horizontal
resolution of the model, as well as on the time interval for
implementing physics in the case of moist static energy. The
Fig. 10. Same as Fig. 9 but for
formulation of model physics should automatically
reproduce these dependences as it is applied to different
resolutions. Conventional cloud parameterization schemes,
however, cannot do this because they assume either explicit-
ly or implicitly that the horizontal grid size and the time in-
terval for implementing physics are sufficiently larger and
longer than the size and lifetime of individual moist-
convective elements. This generates difficulties in high-
resolution models, in which grid-scale and subgrid-scale
moist processes are not well separable, as is typical in meso-
scale models (Molinari and Dudek, 1992; see also Molinari,
1993 and Frank, 1993). If the model physics of GCMs is refor-
mulated to produce such transitions, GCMs and CRMs includ-
ing mesoscale models are unified to a single family of models
that can cover a wide range of horizontal resolutions with the
same formulation of model physics.

We can think of two routes to achieve the unification of
the two families of models. ROUTE I continues to follow the
parameterization approach, but uses a unified parameteriza-
tion with which the GCM converges to a global CRM (GCRM)
as the grid size is refined. On the other hand, ROUTE II re-
places the parameterization of deep moist convection with
a partial simulation of cloud-scale processes by CRMs and
formulates the coupling of GCM and CRMs in such a way
that the coupled system formally converges to a GCRM as
the GCM grid size is refined. These two routes are reviewed
in the next two sections.

4. ROUTE I for theunification— theunifiedparameterization

This section reviewsROUTE I for theunificationmainly follow-
ing Arakawa et al. (2011, hereafter AJW11) with some updates.

4.1. Identification of the problem

To identify the problem to be addressed in ROUTE I, we
use the AS parameterization as an example of the starting
point. AS says,

“Consider a horizontal area— large enough to contain an en-
semble of cumulus clouds but small enough to cover a frac-
tion of a large-scale disturbance. The existence of such an
area is one of the basic assumptions of this paper.”
total (airborne) water.
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Fig. 11. Schematic illustration of circulations associated with clouds for (a) coarse and (b) fine resolutions.
Taken from AJW11, their Fig. 5.
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This assumption is commonly used in most conventional cu-
mulus parameterizations either explicitly or implicitly. In re-
ality, however, the GCM grid cells are not large enough and,
at the same time, not small enough.

Many mass-flux based parameterizations (e.g., AS,
Tiedtke, 1989; Kain and Fritsch, 1990; Gregory and Rowntree,
1990; Emanuel, 1991; Zhang and McFarlane, 1995) assume,
at least implicitly, that convective clouds cover only a small
portion of the GCM grid cell. With this assumption, the tem-
perature and water vapor to be predicted are essentially
those for the cloud environment. Then, as illustrated by the
green arrows in Fig. 11(a), relevant physical processes are
the “cumulus-induced” subsidence in the environment and
the detrainment of cloud air into the environment.

Here it is important to note that the “cumulus-induced
subsidence” is only a hypothetical subsidence. It is a compo-
nent of the subgrid-scale eddy, which has its ownmass budget
closed within the same grid cell by definition. This does not
mean that the true subsidence is confined within that cell.
The true subsidence is the sum of the green and red vertical
arrows in Fig. 11(a), which normally tend to compensate
each other. In such a case, the true subsidence occurs in
another grid cell, which may well be far away, whose
position is determined by the grid-scale dynamics, not by
the parameterization. This point is often misunderstood in
the literature.
Fig. 12. Snapshots of vertical velocity w at 3 km height at the en
Taken from AJW11, their Fig. 6.
As the grid size becomes smaller, the cloud may eventual-
ly occupy the entire grid cell so that there is no “environ-
ment” within the same cell. The updraft through the cloud
then becomes a part of gird-scale circulation as shown in
Fig. 11(b). In this situation, cumulus parameterization should
not play any role because it is supposed to be a formulation of
the subgrid-scale eddy effects. The probability density distri-
bution of the fractional convective cloudiness σ becomes bi-
modal in this limit, consisting of σ=1 and σ=0 (Krueger,
2002; Krueger and Luo, 2004). It is then clear that a key to
unify the parameterizations in GCMs and CRMs is to include
a transition to this limit by eliminating the assumption of
σbb1.

For visualization of the problem raised above, we have an-
alyzed datasets simulated by a 3D CRM applied to a horizon-
tal domain of 512 km×512 km with a 2 km grid size. Other
experimental settings are similar to the benchmark simula-
tions performed by Jung and Arakawa (2010). Two 24-hour
simulations are made, one with and the other without back-
ground shear. Fig. 12 shows snapshots of vertical velocity
w at 3 km height at the end of these simulations. As is clear
from the figure, the two simulations represent quite different
cloud regimes. For the analysis presented in the rest of this
section, datasets are taken from the last 2-hour period of
each simulation with 20-min intervals. To represent the
grid cells of GCMs, the domain is divided into sub-domains
d of two simulations with and without background shear.

image of Fig.�11
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of equal size. These sub-domains are then used to analyze the
resolution dependency of the statistics of data. The selected
side lengths of the sub-domains are dn=512 km/2n−1,
n=2, 3, 4,.., 9. Fig. 13 shows the original (n=1) and exam-
ples of the sub-domains.

In the analysis, grid points that satisfy wN0.5 m/s are con-
sidered as “cloud points”. The fractional convective cloudi-
ness σ can then be diagnosed from the fractional number of
cloud points in the sub-domain. Let 〈X〉 be the average of X
over all cloud-containing (i.e., σ≠0) sub-domains of the
same size, where X is a variable defined for each sub-
domain. Fig. 14 shows 〈σ〉 and its standard deviation at
3 km height against dn for the shear case (a) and non-shear
case (b). It is clear that σbb1 can be a good approximation
only when coarse resolutions are used. The value of 〈σ〉
tends to increase as dn decreases and becomes 1 for
dn=2 km, which is the grid size of the CRM used. The stan-
dard deviation is large for high resolutions, but it is expected
since there is no reason to believe that σ is a unique function
of dn. In spite of the large standard deviation, the tendency
toward a bimodal distribution of σ=1 and σ=0 can be
seen for high resolutions.

Recall that the vertical eddy transport of moist static ener-
gy is responsible for the difference between the GCM-type
and CRM-type profiles illustrated in Fig. 8. Let an overbar de-
note the mean over the entire area of a sub-domain. Then the
vertical eddy transport of a thermodynamic variable ψ per
unit horizontal area and density (hereafter eddy transport)
for the sub-domain is given by wψ−wψ. This quantity is
Fig. 13. The original domain and examples of the sub-domains used for
Taken from AJW11, their Fig. 7.
zero if there are no clouds and the cloud environment is hor-
izontally uniform. Even if the sub-domain contains a cloud, it
should be zero for dn=2 km because there is no room for
eddies. Fig. 15 shows vertical profiles of the eddy transport
of moist static energy wh−wh diagnosed for each sub-
domain and then averaged over all sub-domains of the
same size. The figure shows that, for both the shear and
non-shear cases, the averaged eddy transport monotonically
decreases as the sub-domain size dn decreases, ending up to
zero for dn=2 km. It should be remembered that Fig. 15
shows the eddy transport averaged over all sub-domains of
the same size. This average is what matters for the budget
of the entire domain. As it can be seen later, the dependence
on dn is quite different from that shown in Fig. 15 if the aver-
age is taken only over the cloud-containing sub-domains.

4.2. Expressions for the eddy transport

As is commonly done in the conventional cumulus param-
eterizations, we assume that the cloud and environment
values of ψ denoted by ψc and ψ̃, respectively, are horizontal-
ly uniform individually. Further, let wc and w̃ be the averages
of w over the clouds and the environment, respectively. The
effect of convective-scale downdrafts is ignored at this stage
of development. Denoting the mean over the entire area of
a grid cell by an overbar, AJW11 derived the following ex-
pression for the eddy transport of ψ:

wψ−wψ ¼ σ
1−σ

wc−wð Þ ψc−ψ
� �

: ð4:1Þ
analysis. The background field is same as the left panel of Fig. 12.
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Fig. 14. The sub-domain size dependence of σ averaged over cloud-containing sub-domains and its standard deviation at 3 km height.
Taken from AJW11, their Fig. 8.
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If σbb1 and wj jbbwc are assumed, Eq. (4.1) can be approx-
imated as

ρ wψ−wψ
� �

≈Mc ψc−ψ
� �

; ð4:2Þ

where Mc≡ρσwc is the cloud mass flux. Most conventional
parameterizations based on mass-flux effectively use this ex-
pression [see, for example, (35) and (36) of AS], which indi-
cates that the cloud vertical velocity wc matters only
through the product σwc in Mc as far as the eddy transport
is concerned. This is not the case if the assumption σbb1 is
eliminated. Thus the unified parameterization must deter-
mine both σ and wc.

The requirement that the parameterization converge to
an explicit simulation of cloud processes as σ→1 is

lim
σ→1

wc ¼ w and lim
σ→1

ψc ¼ ψ: ð4:3Þ

Thus, wc−w and ψc−ψ are of the order of 1−σ (or
higher) so that wc−wð Þ ψc−ψ

� �
is of the order of (1−σ)2
Fig. 15. Vertical profiles of the vertical eddy transport of moist static energy a
(or higher) near this limit. The simplest choice to satisfy
this requirement is

wc−wð Þ ψc−ψ
� �

¼ 1−σð Þ2 wc−wð Þ ψc−ψ
� �� ��

; ð4:4Þ

where an asterisk denotes the value expected when σbb1,
which can be estimated with a one-dimensional model for a
single cloud. We can show that this choice is equivalent to
the assumption that wc−w̃ð Þ ψc−ψ̃

� �
is independent of σ,

where a tilde denotes the value of the cloud environment.
Substituting Eq. (4.4) into Eq. (4.1), we obtain

wψ−wψ ¼ σ 1−σð Þ wc−wð Þ ψc−ψ
� �� ��

: ð4:5Þ

Since wc−wð Þ ψc−ψ
� �� ��

does not depend on σ by defini-
tion, Eq. (4.5) shows that the dependence of wψ−wψ on σ is
only through the factor σ(1−σ). This equation represents
the basic structure of the unified parameterization.
veraged over all sub-domains for each value of the sub-domain size dn.
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4.3. Partial evaluation of the unified parameterization

At this stage, we present a partial evaluation of the unified
parameterization using the dataset mentioned in Subsection
4.1. It is designed to evaluate the formal structures of Eqs. (4.4)
and (4.5) with the moist static energy h as an example of ψ.
With ψ=h, the averages of Eqs. (4.4) and (4.5) over all cloud-
containing sub-domains of the same size are given by

〈 wc−wð Þ hc−h
� �

〉 ¼ 〈 1−σð Þ2〉 wc−wð Þ hc−h
� �h i� ð4:6Þ

and

〈wh−wh〉 ¼ 〈σ 1−σð Þ〉 wc−wð Þ hc−h
� �h i�

; ð4:7Þ

respectively. Here the difference of wc−wð Þ hc−h
� �h i�

be-
tween the sub-domains is ignored. Since this quantity cannot
be directly diagnosed from the dataset, it is eliminated between
Eqs. (4.6) and (4.7) to obtain

〈wh−wh〉 ¼ 〈σ 1−σð Þ〉
〈 1−σð Þ2〉 〈 wc−wð Þ hc−h

� �
〉: ð4:8Þ

The solid and open circles in Fig. 16 show the diagnosed
values of the left and right hand sides of Eq. (4.8) at 3 km
height for each sub-domain size dn. These values have peaks
in the mesoscale range because they are small for low resolu-
tions with σ≪1 and for high resolutions with σ~1. Amaz-
ingly, the resolution dependence of the values estimated
using the right hand side is very similar to that directly diag-
nosed using the left hand side. The magnitudes of the esti-
mated values are, however, systematically smaller than
those of the directly diagnosed ones. This is not surprising
in view of the various idealizations used in deriving the
right hand side, such as neglecting convective downdrafts,
internal structure of clouds, cloud organizations, and possible
coexistence of different types of clouds and different phases
of cloud development. Moreover, the somewhat arbitrarily
chosen criterion wN0.5 m/s for cloud points influences the
estimated values but not the directly diagnosed values. In
any case, these results provide evidence that the formal
structure of the unified parameterization is basically valid
even from the resolution-dependence point of view.
Fig. 16. The sub-domain size dependence of vertical eddy transport of moist sta
diagnosed with the left-hand (solid circles) and right-hand (open circles) sides of E
4.4. Determination of σ and additional comments

The closure of conventional cumulus parameterizations de-
termines the apparent source of thermodynamic prognostic
variables. For ψ, it is given by Sψ−∂ρ wψ−wψ

� �
=ρ∂z, where

Sψ is the true source of ψ per unit mass due to sub-grid cloud
processes and ρ is the density. From this togetherwith Sψ deter-
mined by the parameterization, the eddy transport wψ−wψ

� �
can be calculated. Let the value of wψ−wψ

� �
calculated in this

way with full adjustment to a quasi-equilibrium state be
wψ−wψ
� �

adj
. For this value of wψ−wψ

� �
to be consistent

with the value of wc−wð Þ ψc−ψ
� �� ��

estimated with the
cloud model, Eq. (4.1) requires

wψ−wψ
� �

adj ¼
σ

1−σ
wc−wð Þ ψc−ψ

� �� �� ð4:9Þ

and thus σ must be such that

σ ¼
wψ−wψ
� �

adj

wψ−wψ
� �

adj þ wc−wð Þ ψc−ψ
� �� �� : ð4:10Þ

It can be seen that the condition 0≤σ≤1 is automatically
satisfied by Eq. (4.10) as long as both wψ−wψ

� �
adj and

wc−wð Þ ψc−ψ
� �� ��

have the same sign, with σ→0 as
wψ−wψ
� �

adj→0 and σ→1 as wψ−wψ
� �

adj→∞. The unified
parameterization uses σ determined in this way with a se-
lected thermodynamic variable for ψ. Since the objective is
to determine σ for use in formulating the eddy transport, it is
good to select a quasi-conservative variable such as h for ψ,
for which Sψ is small. As far as the basic reasoning is concerned,
this approach of determiningσ is in parallel to Emanuel (1991)
in the sense that the following two are combined: vertical pro-
files of cloud properties determined by a cloud model and the
total vertical transport necessary for the adjustment to a
quasi-equilibrium.

Finally, eliminationof wc−wð Þ ψc−ψ
� �� ��

between Eqs. (4.5)
and (4.9) gives

wψ−wψ ¼ 1−σð Þ2 wψ−wψ
� �

adj: ð4:11Þ

This is the equation that can be used in practical applica-
tions. As expected, the right hand side of Eq. (4.11) becomes
tic energy averaged over all cloud-containing sub-domains at 3 km heigh
q. (4.8).
t
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wψ−wψ
� �

adj when σ≪1. When σ is finite, Eq. (4.11) shows
that the actual eddy transport is less than wψ−wψ

� �
adj, indi-

cating that the adjustment is relaxed as in the relaxed Ara-
kawa–Schubert parameterization (Moorthi and Suarez,
1992). The factor (1−σ)2 means that the amount of relaxa-
tion increases as σ increases and thus leaves a more room
for explicit simulation of the transports.

A good cloud model to determine wc−wð Þ ψc−ψ
� �� ��

and
a reasonable closure to determine the magnitude of
wψ−wψ
� �

adj are prerequisites to the success of the unified
parameterization. Also, dynamics and the formulations of
cloud microphysics, turbulence and radiation must be such
that they are applicable to a wide range of resolution. When
it is successfully implemented, the practical merits of the uni-
fied parameterization will be great. But, we should remember
that it has a limit as a “parameterization”, which requires a
number of idealizations to reduce the degrees of freedom.
When sufficient computer resources are available, therefore,
we should pursue the other approach, ROUTE II, for more re-
alistic numerical weather prediction and climate simulations
as discussed in the next section.

5. ROUTE II for the unification — the quasi-3D multiscale
modeling framework

This section reviews ROUTE II for the unification following
Jung and Arakawa (2010).

5.1. An overview of the MMF approach

In contrast to Route I, Route II attempts to use the CRM
physics regardless of the GCM resolution. This is done
through combining two grids, one for the GCM and the
other for the CRM, and replacing the cloud parameterization
in the GCM by the statistics of cloud processes simulated
by the CRM. The prototype of this approach is “Cloud Resolv-
ing Convective Parameterization (CRCP)” (Grabowski and
Smolarkiewicz, 1999; Grabowski, 2001), which is also called
Fig. 17. Schematic illustration of the horizontal grid structures of (a) embedded 2
The shaded areas represent gaps of the grid network.
Redrawn from JA10, their Fig. 5.
“Super-parameterization” (Khairoutdinov and Randall,
2001; Randall et al., 2003) or “Multiscale Modeling Frame-
work (MMF)” (Khairoutdinov et al., 2008; Tao et al., 2009).
To simulate cloud processes, the prototype MMF uses a 2D
(horizontally 1D) CRM embedded in each GCM grid cell
as schematically shown in Fig. 17(a). It can still be called a
“parameterization” because the GCM recognizes only the
domain-averaged values of the CRM results.

In the field of applied mathematics, various new methods
of multiscale modeling have been developed, which use a mi-
croscopic model to obtain macroscopic information. Notable
examples are the Heterogeneous Multi-scale Modeling
(HMM) (E and Engquist, 2003; E et al., 2007, 2009) and
the Equation-Free approach (Gear and Kevrekidis, 2003;
Kevrekidis et al., 2003; Li et al., 2007). MMF is similar to the
Equation-Free approach because the equations for cumulus
parameterization in the GCM are completely replaced by
the statistics of the CRM solution. There are important differ-
ences, however. The multiscale methods mentioned above
critically depend on the existence of large spectral gaps
both in space and time so that the microscopic model can
be solved on small spatial-temporal domains. The use of a
small temporal domain effectively assumes that the time
scale for the macroscopic features of microscopic solutions
to reach a quasi-equilibrium is much shorter than the macro-
scopic time scale. Based on this assumption, these methods
(except E et al., 2009) reinitialize the microscopic model at
every macroscopic time step. As we have seen in Section 2,
the quasi-equilibrium of moist-convective process is a rea-
sonable closure for the classical objective of cumulus param-
eterization. The objective of MMF is, however, to go beyond
the quasi-equilibrium, which is especially important for uni-
fication of GCMs and CRMs. Thus, instead of using small tem-
poral domains, the CRM component of MMF runs in parallel
to the GCM component without gaps in time. Also, if a
small spatial domain is used for the CRM component as in
the multiscale methods, the possibility of simulating meso-
scales may be completely lost. In contrast, the computing
D MMF, (b) embedded 3D MMF, (c) extended 2D MMF, and (d) Q3D MMF.
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efficiency of MMF is gained through sacrificing full represen-
tation of cloud-scale 3D processes (except for the embedded
3D MMF described below). This is motivated by the fact that
2D CRMs are reasonably successful in simulating the gross
thermodynamic effects of deep moist convection (e.g., Tao
et al., 1987; Grabowski et al., 1998; Xu et al., 2002).

The prototype MMF has been evaluated (e.g., Ovtchinnikov
et al., 2006; Khairoutdinov et al., 2008; Tao et al., 2009) and
shown to improve climate simulations, including simulations
of the Madden–Julian Oscillation (Benedict and Randall,
2009), low-cloud feedback on climate change (Wyant et al.,
2009), and simulation of the coupled ocean–atmosphere
system (Stan et al., 2010).While the performance of the proto-
type MMF presented in these papers is promising, it has the
following inherent limits:

(i) The CRM component completely neglects three-
dimensionality, while the circulation associated with
clouds is three-dimensional especially when the back-
ground flow has vertical shear;

(ii) The CRMmust a priori choose a particular direction for
its orientation while the background flow predicted by
the GCM component can be in any direction;

(iii) Each CRM is embedded within a GCM grid cell, and
thus CRMs in neighboring GCM grid cells can commu-
nicate only indirectly through the GCM.

There have been variations of the prototype MMF. One is
“Embedded 3D MMF” (Fig. 17(b)), in which the 2D CRM in
the prototypeMMF is replaced by a tiny 3DCRM(Khairoutdinov
et al., 2005). With this, (i) and (ii) listed above are eliminated,
but (iii) still remains. Moreover, to obtain computing efficiency
comparable to the prototype MMF, the size of the 3D CRM is
made very small, leaving practically no room for the mesoscale
organization of clouds. Another variation is “Extended 2D
MMF” (Fig. 17(c)). Here, the grid-point array of the 2D CRM is
extended beyond the GCM grid cell without using a periodic
boundary condition. Thus, (iii) is eliminated while (i) and (ii)
still remain. Jung and Arakawa (2005) presented comparisons
of the embedded and extended MMF simulations and showed
that the extended MMF reduces systematic errors appeared in
the embedded MMF simulation.

The quasi-3D (Q3D) MMF developed by Jung and Arakawa
(2010, hereafter JA10) is an attempt to broaden the applicability
of the prototype MMF without necessarily using a fully three-
dimensional CRM. The main merit of the Q3D MMF is that it
can converge to a 3D global CRM as the resolution of the
GCM approaches that of the CRM. Consequently, the Q3D
MMF can be applicable to any resolution of the GCM down
to that of the CRM without changing the formulation of
model physics and therefore the Q3D MMF and 3D CRM
form a single family of models. The design of the Q3D MMF
and its preliminary results of JA10 are presented in the next
subsections.

5.2. The Q3D algorithm

The Q3DMMF is a modeling framework in which a GCM is
coupled with a Q3D CRM. The Q3D CRM developed by JA10 is
based on the 3D anelastic vorticity equation model of Jung
and Arakawa (2008) applied to a horizontal domain with
large gaps as illustrated in Fig. 17(d). Since the model is
based on the anelastic system of equations, sound waves
are filtered at their origin. In addition, the explicit represen-
tation of the 3D vorticity dynamics makes the computational
design more straightforward because the pressure gradient
force is eliminated.

As in the original 3D model, the Q3D CRM predicts the
horizontal components of the vorticity. The vertical compo-
nent is diagnostically determined by the vertical integration
of the non-divergence condition of the 3D vorticity vector.
To implement the anelastic approximation, the vertical ve-
locity is determined from the predicted horizontal compo-
nents of vorticity by solving an elliptic equation. JA10 uses a
relaxation procedure for solving this equation by converting
it to a parabolic equation, which formally predicts the vertical
velocity (for details of this procedure, see JA10). The horizon-
tal velocity components are then diagnostically determined
from the known distributions of the horizontal components
of vorticity and vertical velocity. Potential temperature and
mixing ratios of various phases of water are also predicted.
The physical parameterizations in the model include a
three-phase microphysical parameterization (Lin et al.,
1983; Lord et al., 1984; Krueger et al., 1995), a radiative
transfer parameterization (Fu et al., 1995), a surface flux
parameterization (Deardorff, 1972), and a first-order turbu-
lence closure that uses eddy viscosity and diffusivity coeffi-
cients depending on deformation and stability (Shutts and
Gray, 1994).

The horizontal domain of the Q3D CRM is illustrated in
Fig. 18. The shaded areas in the figure indicate gaps where
no prediction is made by the CRM. The gap size can be
made smaller by one of the following two ways or their com-
binations: the first is by making the width of the channels
thicker while using the same netsize as shown in Fig. 18(b).
The second is by making the netsize smaller while staying
with the same channel width as shown in Fig. 18(c). For com-
puting efficiency, however, a large gap is preferred as shown
in Fig. 18(a). Having only two grid points in the lateral direc-
tion of each channel is barely sufficient to accommodate ac-
tive convective clouds of a typical size and to represent the
twisting and stretching effects on vorticity in a non-trivial
way.

To avoid singularity at the intersections, perpendicular
channels of Q3D CRM are coupled only through mutual relax-
ations of the potential temperature and water vapor mixing
ratio averaged over a segment of each channel centered at
the intersection. This coupling is intended to mimic spread-
ing of the warming and drying effects due to propagation of
cumulus-induced internal gravity waves. Since this way of
coupling is rather loose, individual channels perform almost
independent simulations and, therefore, the self-stabilizing
effect of convective activity is maintained in each channel
without being overly constrained by the other channels. Es-
pecially when the mean flow has a vertical shear, these per-
pendicular channels can generate quite different statistics of
simulated convective activity. However, as shown in the
next subsection, the averages of the statistics simulated by
these channels are very similar to the statistics generated
by the 3D CRM. The Q3D network is further coupled with a
GCM grid to form a Q3D MMF. It is mainly through this cou-
pling that neighboring parallel channels can communicate
with each other. The communication is generally statistical



Fig. 18. Horizontal domains of the Q3D CRM with (a) a narrow channel width, (b) a widened channel width and (c) a reduced net size with a narrow channel
width.
Redrawn from JA10, their Fig. 6.

277A. Arakawa, J.-H. Jung / Atmospheric Research 102 (2011) 263–285
but becomes more local as the GCM grid size approaches the
CRM grid size.

An example of the horizontal distribution of prognostic
variables in a portion of an x-channel is shown in Fig. 19. Fol-
lowing the original 3D CRM, grid points for the horizontal
components of vorticity are staggered. The staggering
shown in the figure makes the implementation of the non-
divergence condition for vorticity most straightforward. As
shown in the figure, there are two grid points for all prognos-
tic variables in the lateral direction. With this choice, it is
guaranteed that the degrees of freedom are balanced be-
tween the variables. If there is an imbalance in the degrees
of freedom, it can cause an almost immediate instability of
the solution in time integration.

The prediction algorithm of Q3D CRM is basically that of
limited area modeling applied to the network of channels.
Fig. 19. Horizontal grid used in a channel of the Q3D CRM. Here, q is a scalar
prognostic variable and ξ and η are vorticity components, respectively.
Taken from JA10, their Fig. 8.
However, due to the use of extremely narrow channels, the
design of the lateral boundary condition is much more de-
manding than usual. For the purpose of designing the lateral
boundary condition, the prognostic variables are assigned to
the points located immediately outside the channel, q at
j=2 in Fig. 19 for example, which are called “ghost points”.
Each field of the Q3D CRM is then separated into the back-
ground and deviation fields. The background field is obtained
by interpolation of the GCM variables to each CRM point, in-
cluding ghost points. The use of the background field deter-
mined in this way is one of the important features of the
Q3D MMF because it allows the Q3D CRM to recognize the
large-scale fields beyond the width of the narrow channel.

To determine the deviation field at ghost points, two re-
quirements are imposed: 1) ghost point values should not
cause computational instability, and 2) they should not sig-
nificantly distort the statistics of internal solutions. The first
requirement is the most fundamental requirement for the
Q3D CRM to work. The second requirement is also important
because the role of the CRM component of the MMF is to pro-
duce statistics of cloud scale processes. For advection, ghost-
point values can be freely chosen in principle at inflow
points. But if these values are too smooth, the variance of
the internal solution tends to decrease. More generally, it is
important for the ghost-point values at inflow points to
have a probability density function (PDF) and spatial and
temporal coherences similar to those of the internal solution.
An easy way of fulfilling this is to borrow the values from the
internal points. Through examining the normal-mode solu-
tions of 1D advection equation with ghost-point values
assigned by various linear combinations of the internal
values, JA10 shows that the most effective way to satisfy
these requirements is to use the periodic lateral boundary
condition. Based on this result, the periodicity condition is
chosen as the basis of designing the lateral boundary condi-
tion for the deviations of all variables of the model.

image of Fig.�19
image of Fig.�18


278 A. Arakawa, J.-H. Jung / Atmospheric Research 102 (2011) 263–285
Convergence to a 3D CRM as the GCM grid size ap-
proaches the CRM grid size is one of the most important re-
quirements for the Q3D MMF. An obvious necessary
condition for the convergence is that the GCM and CRM com-
ponents share the same dynamical core. Another obvious
necessary condition is that the horizontal domain of the
Q3D CRM occupies the entire domain in this limit. These
two conditions are not sufficient for the convergence, howev-
er, because the gaps of the Q3D domain still exist although
they shrink to points. This is because neighboring parallel
channels do not directly communicate with each other due
to the use of imposed lateral boundary conditions. To over-
come this problem, the lateral boundary condition is applied
only to the deviation from the background field. In addition,
the CRM values are nudged to the interpolated GCM values
more strongly as the grid size of GCM becomes close to that
of the CRM. In this way, it is guaranteed that the deviation
vanishes in that limit and thus the solution of the Q3D MMF
is not affected by the imposed lateral boundary condition.
Once the convergence is guaranteed, the Q3D MMF and 3D
CRMs become a single family of models.
5.3. Preliminary results of the Q3D algorithm

To evaluate the Q3D algorithm in an efficientway, JA10 per-
formed idealized experiments using a small horizontal domain
(384 km×384 km) with a grid size of 3 km. Two benchmark
(BM) simulations are firstmadeusing a fully 3DCRM for typical
tropical conditions with and without background wind shear.
Fig. 20 shows examples of cloud development taken from the
benchmark simulations. In the figure, snapshots of an isotomic
surface (= 0.2 g kg−1) of the sum of cloud water and ice mix-
ing ratios are shown for a selected time. With the background
wind shear (BM1), organized cloud systems develop roughly
in the direction normal to the low level shear, while small-
scale convections more or less randomly develop without the
Fig . 20. Snapshots of an isotomic surface (=0.2 g kg−1) of the sum of clou
Taken from JA10, their Fig. 11.
background wind shear (BM2). This characteristic difference
in the development of clouds between BM1 and BM2 remains
throughout the simulation period.

In parallel to BM1 and BM2, two Q3D simulations are per-
formed. Fig. 21(a) and (b) show the horizontal grids used for
the BM and Q3D simulations, respectively. With the domain
and grid sizes used, the ratio of the number of grid points of
the Q3D and 3D CRMs is only 3%. Since the Q3D network con-
sists of only a small portion of the 3D grid, the validity of
using the Q3D network can be questioned from the point of
view of sampling error. Fig. 21(c) shows the time series of
surface precipitation rate obtained from BM1 averaged over
the all grid points (black) and only over the Q3D grid points
(blue). It can be seen that the time-average of the latter is
quite close to the former although the latter strongly fluctu-
ates in time due to the smaller sample size. Based on this
finding, the network averages of Q3D simulations are com-
pared with the domain averages of the BMs.

Each of the Q3D simulations takes initial conditions from
t=48 hr of the corresponding BM. Since the horizontal do-
main is so small, the GCM component is made inactive and
the values at GCM grid points are taken from the benchmark
simulations with horizontal smoothing. These values are then
interpolated to provide the background field for the Q3D
CRM. Fig. 22 shows the time series of latent heat and sensible
heat fluxes at the surface, obtained from the BM and Q3D
simulations. These are averaged over their respective hori-
zontal domains. As expected, the Q3D results fluctuate more
than those of the BM but their amplitudes are significantly
smaller than those shown in Fig. 21(c) because the dynamics
of the Q3D CRM is closed even with the grid shown in Fig. 21
(b). The time averages of the Q3D fluxes are quite close to
corresponding fluxes of the BM, indicating that the Q3D
CRM is able to capture the characteristics of two different
cloud regimes at least qualitatively.

In the following, selected results from the BM1 case are
presented. Fig. 23 shows vertical profiles of the time- and
d water and ice mixing ratios obtained from (a) BM1 and (b) BM2.

image of Fig .�20


Fig. 21. Schematic illustration of (a) the grid used for BM simulations and (b) grid corresponding to the Q3D network and (c) time series of the surface precip-
itation rates obtained from BM1. Here, black and blue lines represent the precipitation rates averaged over the grids in (a) and (b), respectively.
Taken from JA10, their Fig. 12.
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domain-averaged vertical transports of potential tempera-
ture, water vapor mixing ratio, and the horizontal compo-
nents of vorticity. The vertical transport of potential
temperature, which is a measure of the buoyancy generation
of kinetic energy, is slightly under-predicted by the Q3D. On
the other hand, the vertical transport of water vapor shows
an almost perfect agreement with BM1. The transports of
vorticity components are also well simulated in the Q3D
runs. It indicates that the Q3D CRM simulates the cloud-
scale 3D processes reasonably well in spite of the use of the
highly limited number of grid points across the channels.
Fig. 22. Time series of the [(a) and (b)] surface latent heat and [(c) and (d)] sensible
are obtained from the BM1 case and (b) and (d) from the BM2 case. Black and red
Redrawn from JA10, their Fig. 13.
Based on the comparisons of the simulated results with
those of BM simulations, JA10 concluded that the Q3D algo-
rithm is quite successful especially in simulating the case
where clouds are well organized into a squall-line type struc-
ture. Having two perpendicular sets of channels enables the
CRM component to recognize the orientation of the orga-
nized cloud system reasonably well. It is less successful, how-
ever, for the case where small clouds are scattered with an
almost purely three-dimensional structure. For better repre-
sentation of scattered clouds in the Q3D MMF, an inclusion
of a stochastic component seems to be needed.
heat fluxes averaged over the respective horizontal domain. Here, (a) and (c)
lines represent BM and Q3D simulations, respectively.
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Fig. 23. Time- and domain-averaged profiles of the vertical transports of (a) potential temperature, (b) water vapor, and (c) x- and (d) y-components of vorticity.
Redrawn from JA10, their Figs. 19 and 20.
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Similar comparisons are made between the Q3D CRM and
the corresponding two 2D simulations, one placed along the
x-direction and the other along the y-direction. When this
2D CRM is coupled with a GCM component, the framework
is equivalent to that of the extended 2D MMF shown in
Fig. 17(c). The statistics of the two 2D simulations are quite
different from each other and thus the results of the two
2D simulations are averaged to compare with the Q3D
results. Significant improvements in the Q3D simulation
compared to the corresponding 2D simulations appear espe-
cially in the surface fluxes (Fig. 24) and the vertical vorticity
transports (Fig. 25). These improvements are expected be-
cause the surface fluxes depend on the two components of
surface horizontal wind and the dynamical interactions be-
tween convection and the mean flow are inherently three-
dimensional.

Comparisons between the simulations of BM1, Q3D and
coarse-resolution 3D show that the low-level cloud water is
Fig. 24. Time series of the surface fluxes of
Redrawn from JA10, their Fig. 21.
over-predicted and the surface latent heat flux is under-
predicted with the coarse 3D CRM as shown in Fig. 26. This
is probably due to the inefficient upward transport of mois-
ture with the coarse-resolution. Most of the statistical prop-
erties of deep convective activity are, however, reasonably
reproduced by the coarse 3D CRM that has a computing effi-
ciency comparable to that of the Q3D CRM (e.g., Fig. 27). This
is presumably because the same large-scale thermal forcing is
prescribed in these experiments regardless of the resolution.
Further assessment of the resolution dependency, however,
should be made with a larger horizontal domain that allows
the model to produce its own large-scale forcing.

For large-scale applications, the Q3D network is coupled
with a GCM grid. Coupling the dynamics of the two models
is important especially in view of the convergence of the
Q3D MMF to a 3D CRM. In the prototype MMF, the coupling
strategy is such that the effect of large-scale processes is
given to the CRM component in the form of forcing and the
(a) latent heat and (b) sensible heat.
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Fig. 25. As in Fig. 23, but from BM1, Q3D, and 2D simulations.
Redrawn from JA10, their Fig. 23.
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large-scale fields are adjusted to the horizontal average of the
cloud scale effects simulated by the CRM (Grabowski and
Smolarkiewicz, 1999). No momentum feedback is included,
however, in the recent applications of the MMF (Khairoutdi-
nov et al., 2008; Tao et al., 2009). In the Q3D MMF, the Q3D
CRM grid extends beyond the GCM grid cell so that it can rep-
resent large-scale processes at least partially. If the coupling
strategy of the prototype MMF is directly followed in the
Q3D MMF, the problem of “double counting” of large-scale
processes is inevitable. Our solution for this problem is briefly
outlined in Section 6 and will be discussed further in our
forthcoming paper.

6. Summary and conclusion

The importance of multiscalemodeling of moist-convective
atmosphere was recognized in the early 1960s in tropical
cyclone modeling when the idea of CISK was introduced. In
CISK, cyclone-scale andmoist-convective scale ofmotion coop-
erate with each other for simultaneous development in a con-
ditionally unstable atmosphere. Although this idea became
popular among the tropical meteorology community, its
physical basis can be questioned. An alternative idea for
Fig. 26. (a) Time- and domain-averaged profile of the sum of cloud liquid and ice w
from BM1, Q3D, and coarse 3D simulations.
Redrawn from JA10, their Figs. 24 and 25.
multiscale modeling of moist-convective atmosphere is
moist-convective adjustment of the conditionally unstable en-
vironment to a neutral state. This idea was introduced first in
general circulation modeling also in the 1960s. If the adjust-
ment takes place sufficiently fast compared to the destabiliza-
tion of the environment by other processes, we expect that
the atmosphere undergo a sequence of quasi-neutral states in
which large-scale destabilization and moist-convective stabili-
zation approximately balance. This leads to the concept of
moist-convective quasi-equilibrium as reviewed in Section 2.
It seems that many existing cumulus parameterizations use
this kind of closure typically with a finite time scale for adjust-
ment. To a large extent, the history of cumulus parameteriza-
tion has been designing, revising, evaluating and tuning of
closure assumptions, cloud models, and formulations of con-
vective triggering. Practically all of these efforts are, however,
based on the modular structure shown in Fig. 3, which can be
justified only when there is a spectral gap both in space and
time. It is pointed out that the history has reached the stage
at which we should seriously question the impact of this artifi-
cial separation.

Strictly speaking, truncation of a continuous system can be
justified only when the resulting error can be made arbitrarily
ater mixing ratios, and (b) time series of the surface latent heat flux obtained
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Fig. 27. As in Fig. 23, but from BM1, Q3D, and coarse 3D simulations.
Redrawn from JA10, their Fig. 26.

282 A. Arakawa, J.-H. Jung / Atmospheric Research 102 (2011) 263–285
small by using a higher resolution. This requires that the dy-
namics and physics of the low-resolution models converge to
those of the high-resolution models with an increase of the
horizontal resolution. Unfortunately, this is not the case for
the conventional formulations of model physics in GCMs be-
cause it is not based on a sufficiently general framework for
representing the multiscale effects of moist-convective pro-
cesses. If the model physics of GCMs is reformulated in such a
way that it converges to that of CRMs, these two kinds of
model physics are unified. Then, we can freely choose interme-
diate resolutions or highly heterogeneous resolutions such as
in the local or adaptive mesh refinement while staying with
the same formulation of model physics.

This paper reviews two possible routes to achieve the uni-
fication. ROUTE I uses a new framework for cumulus param-
eterization in which the result of parameterization converges
to an explicit simulation of cloud processes as the resolution
increases. In this way the framework unifies parameteriza-
tions in GCMs and CRMs as far as the representation of
deep moist convection is concerned. With the unified param-
eterization, the error of the GCM solution to satisfy the CRM
equations can be made arbitrarily small by using a higher res-
olution. It is shown that a key to construct a unified parame-
terization is to eliminate the assumption of small fractional
area covered by convective clouds, which is commonly as-
sumed in the conventional cumulus parameterizations either
explicitly or implicitly. A preliminary design of the unified
parameterization is presented and partially evaluated, which
demonstrates that such an assumption could be eliminated
through a relatively minor modification of the existing mass-
flux based parameterizations. It is also shown that the unified
parameterization provides a physical and quantitative basis
for the relaxed adjustment that gives a more room for explicit
simulations of the transports.

There are two main sources for uncertainty in the results of
the unified parameterization: one is the non-deterministic
nature of the closure and the other is estimating cloud proper-
ties with huge dimensions by a simple cloud model that has
only limited degrees of freedom. This may suggest the necessi-
ty of including a stochastic component in the parameterization.
It should be noted, however, that such a component is not
needed for large values of σ because the explicit simulation
by the CRM can act as a random-process generator by itself.
Inwhatway and towhat extentwe should include the stochas-
tic component in the unified parameterization is one of the
remaining questions.

The unified parameterization has its own scientific merit
because of its simple structure. When sufficient computer re-
sources are available, however, we should rather pursue the
other approach, ROUTE II, which follows the MMF approach
to statistically couple GCM and CRM grids. The Quasi-3D
(Q3D) MMF is an attempt to broaden the applicability of
the prototype MMF without necessarily using a fully three-
dimensional CRM. To overcome some of the limitations of
the prototype MMF, such as the two-dimensionality and pe-
riodic boundary conditions of the embedded CRMs, the Q3D
MMF introduces a horizontal domain that consists of two
perpendicular sets of channels, each of which contains a lo-
cally 3D array of grid points. For computing efficiency, the
widths of these channels are chosen to be narrow barely suf-
ficient to accommodate active convective clouds of a typical
size. Thus, when a relatively large grid size is used for the
CRM component, the number of grid points in the lateral di-
rection can be as small as two.

The algorithm of the Q3D CRM is basically that of limited
area modeling applied to a horizontal domain with gaps.
However, due to the use of narrow channels, the design of
the lateral boundary condition is much more demanding
than usual limited-area modeling. An obvious necessary re-
quirement is that the lateral boundary condition should not
cause computational instability. In addition, it must not sig-
nificantly distort the statistics of internal solutions. Among
the various possibilities examined, it is found that the most
effective way to satisfy these requirements is to use the peri-
odic lateral boundary condition for the deviations of all vari-
ables from their background values given by interpolation of
the GCM variables.

A great advantage of the Q3D MMF is that, as in the uni-
fied parameterization, it converges to a 3D CRM as the
GCM's resolution is refined while maintaining the same
model physics. In the Q3D MMF, the model physics is the
CRM physics throughout. An outline of the Q3D algorithm
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and highlights of preliminary results are reviewed. Compar-
ing the simulation results with the corresponding benchmark
simulation performed with a 3D CRM, it is concluded that the
Q3D CRM can reproduce most of the important statistics of
the 3D solutions, including precipitation rate and heat fluxes
at the surface and vertical profiles of the vertical transports of
major prognostic variables. Significant improvements com-
pared to the corresponding 2D simulations appear especially
in the surface fluxes and the vertical vorticity transports. In
the solution of a coarse-resolution 3D CRM that has approxi-
mately the same number of grid points with that of the Q3D
CRM, the low-level moist static energy and cloud water are
over-predicted and the surface latent heat flux is under-
predicted. This is probably due to the inefficient upward
transport of moisture with the coarse-resolution.

The Q3D algorithm is quite successful in simulating the
case where clouds are well organized into a squall-line type.
Idealized squall lines, which have a linear structure, are rath-
er two-dimensional phenomena so that they can be more
easily represented by the Q3D grid system if the system can
recognize their orientation. Having two perpendicular sets
of channels enables the CRM component to recognize the ori-
entation reasonably well. It is less successful, however, for
the case where small clouds are scattered and therefore
cloud circulations are almost purely three-dimensional. It is
not an easy task to successfully simulate the pure 3D case
with a “gappy” grid system. To represent scattered clouds
better in the Q3D MMF, a stochastic component may have
to be included.

In the tests performed, the Q3D CRM is not interactively
coupled with the GCM component because the horizontal do-
main is very small so that the GCM cannot produce any phys-
ically meaningful horizontal inhomogeneity. For large-scale
applications, however, the Q3D network should be coupled
with a GCM grid. Coupling the dynamics of the two models
is important, especially in view of the convergence of the
Q3D MMF to a 3D CRM. In the Q3D MMF, the CRM grid ex-
tends beyond the GCM grid cell so that it can represent
large-scale dynamics and, therefore, the CRM can generate
its own large-sale forcing. To avoid “double counting” of
large-scale dynamic processes, we are planning to choose a
Fig. 28. Multiscale modeling network that consists of the unified p
way in which the Q3D CRM is responsible only for calculating
the mean nonlinear effects of the deviations (e.g., eddy trans-
port terms) and most of the diabatic effects due to sub-grid
processes. The netsize-averages of the CRM prognostic vari-
ables are adjusted to the GCM prognostic variables, loosely/
tightly when the GCM resolution is low/high. It is mainly
through this coupling that neighboring parallel channels
can communicate with each other. The communication is
generally statistical but becomes more local as the GCM grid
size approaches the CRM grid size.

The Q3D MMF and GCMs with the unified parameteriza-
tion still represent different families of models although
they converge to the same model, a GCRM, as the GCM reso-
lution approaches the CRM resolution (see Fig. 28). We envi-
sion that the hierarchy of future global models should form a
“Multiscale Modeling Network (MMN)”, which combines the
above two routes as shown by the vertical dashed line in
Fig. 28. With this network, the horizontal resolution of the
dynamics core and that of the physical processes can be indi-
vidually and freely chosen anywhere between those of the
conventional GCMs and CRMs without changing the formula-
tion of model physics.

Fig. 29 illustrates the history of numerical modeling of the
atmosphere. The period of 1950s, which can be characterized
by “Victory of Simplification”, began with the first successful
numerical weather prediction (NWP) by Charney et al.
(1950) using an equivalent-barotropic quasi-geostrophic
model. The period from the 1960s through 2000s, which
can be characterized by “Expansion of the Scope and Diversi-
ty”, began with the development of the early GCMs. A num-
ber of numerical models are subsequently developed for
different scales. From the 2000s to present, there is a tenden-
cy toward “Unification” of these models. The approaches of
MMF and MMN reviewed in this paper expand the unifica-
tion all the way from GCMs to CRMs as shown by the red
bracket in the figure.
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Fig. 29. Illustration of the history of numerical modeling of the atmosphere.
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