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Abstract
TheUnited States is the largest producer ofmaize in theworld, a crop forwhich demand continues to
rise rapidly. Past studies have projected that climate changewill negatively impactmeanmaize yields
in this region, while at the same time increasing yield variability. However, some have questioned the
accuracy of these projections because they are often based on indirectmeasures of soilmoisture, have
failed to explicitly capture the potential interactions between temperature and soilmoisture
availability, and often omit the beneficial effects of elevated carbon dioxide (CO2) on transpiration
efficiency. Herewe use a newdetailed dataset on field-level yields in Iowa, Indiana, and Illinois, along
withfine-resolution daily weather data andmoisture reconstructions, to evaluate the combined effects
ofmoisture and heat onmaize yields in the region. Projected climate change scenarios over this region
from a suite of CMIP5models are then used to assess future impacts and the differences between two
contrasting emissions scenarios (RCP 4.5 andRCP 8.5).We show that (i) statisticalmodels which
explicitly account for interactions between heat andmoisture, which have not been represented in
previous empiricalmodels, lead to significantmodel improvement and significantly higher projected
yield variability underwarming and drying trends thanwhen accounting for each factor
independently; (ii) inclusion of the benefits of elevatedCO2 significantly reduces impacts, particularly
for yield variability; and (iii) net damages from climate change andCO2 become larger for the higher
emission scenario in the latter half of the 21st century, and significantly so by the end of century.

Introduction

Agrowing body of research has emphasized the critical
importance of high temperature days, often measured
in terms of degree days above 29° or 30° C and called
ExtremeDegreeDays (EDD), as a predictor of yields in
rainfed systems (Schlenker and Roberts 2009). The
main reason behind the importance of EDD appears to
be that it is a good measure of cumulative evaporative
demand during the growing season, and more direct
measures such as average vapor pressure deficit (VPD)
perform equally well (Lobell et al 2013, Roberts
et al 2013). A warming climate in which high-EDD
growing seasons occur more frequently would there-
fore be expected to decrease mean yields, and has also
been projected to increase variability (Schlenker 2006,
Urban et al 2012).

Despite these findings, disentangling the effects of
heat and water stress remains a challenge for under-
standing agricultural impacts of climatic change. Some
researchers have countered that attributing severe yield
losses to evaporative demand reflects omitted variables
bias (Ortiz-Bobea 2013, Basso and Ritchie 2014), in
which the effect of high demand in fact largely owes
instead to low moisture. They argue that the predicted
yield response to a measure of evaporative demand
(such as VPD, EDD, or maximum daily temperature)
can become less severe when also properly controlling
for some measure of soil water supply (such as pre-
cipitation ormodel-derived soilmoisture).

While it is true that omission of accurate moisture
measures could potentially bias results toward over-
stating the importance of temperature, it is also true
that failing to account for moisture could understate
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the impacts of warming in some settings. For example,
during the vulnerable stages of crop growth that occur
in roughly the third month after planting, low-supply
conditions can significantly exacerbate the demand
response. This is physiologically expected, because low
soil moisture will impede a plant’s ability to access
water needed to sustain high transpiration rates.
Indeed, this interaction is accounted for in the APSIM
Maize model, which calculates the ratio of moisture
supply to demand when determining crop growth
rates (Holzworth et al 2014). Despite strong evidence
for the coupling of hot days and low soil moisture
(Mueller and Seneviratne 2012), as well as crop simu-
lations highlighting the role of moisture stress in yield
variability (Andresen et al 2001), empirical models
have largely ignored this interaction, with the possible
consequence of underestimating impacts in future cli-
mate scenarios with simultaneous warming and
drying.

The interaction between temperature and moist-
ure is further influenced by atmospheric carbon diox-
ide (CO2) levels. In C4 crops such as maize, it is well
established that intercellular CO2 concentration is
already saturated, and thus maize exhibits little to no
direct stimulation of photosynthesis at higher ambient
CO2 under well-watered conditions (Samarakoon and
Gifford 1996, Leakey et al 2009). However, an indirect
photosynthetic improvement arises through
decreased stomatal conductance in the presence of
water stress (Ghannoum et al 2000, Leakey et al 2006).
This improvement in transpiration efficiency with ele-
vated CO2 leads to positive effects under dry condi-
tions. The ability to account for this effect is a major
need in empirical approaches, particularly in cases
such as rainfed maize where the main mechanism
behind empirical temperature effects is related to
water stress.

In this study, we first use a new dataset on maize
yields in the central US to investigate the effect of
simultaneous high evaporative demand (hereafter
referred to as ‘demand’) and low soil moisture supply
(‘supply’) during the period roughly two to three
months after planting, a period during which the crop
is especially sensitive to this damaging combination
(Çakir 2004). We then examine the implications of
potential changes in temperature and moisture for
maize yields under alternate maize model specifica-
tions, including ones that ignore measures of supply
and/or interactions between supply and demand to
gauge potential errors in previous approaches.We also
introduce a new approach for accounting for CO2

effects based on reducing effective demand. Finally, we
estimate how differing levels of CO2 and climate chan-
ges according to different RCPs could influence maize
yields in this region, both in terms of mean and varia-
bility of yields. Our work advances the current litera-
ture by empirically demonstrating robust evidence for
an interaction between moisture and temperature in a
large USmaize dataset, quantifying its implications for

yield variability, and the potential of elevated CO2 to
mitigate this effect through improved water use
efficiency.

Methods

We use yield data from the Risk Management Agency
containing 100 randomly selected fields per county-
year for the years 1995–2012 in Iowa, Illinois, and
Indiana (Lobell et al 2014). We fit regressions to both
these and county-averaged values of the same data.
Having found that both field- and county-level regres-
sions give similar responses, we used the county-level
panels for computational tractability of spline fitting
and bootstrapping. For historical weather, we use 30
day average PRISM-derived precipitation, VPD, and
temperature values, downscaled to 800 m. Each 30 day
interval is taken relative to each field’s reported sow
date (or average sow date in the case of the county-
level data). We consider the interaction of supply and
demand specifically in the 61–90 day period following
sowing. This period,which roughly corresponds to
July and the main window of flowering in this region,
is the most sensitive growth stage to the combination
of soil moisture supply and evaporative demand. We
also considerVIC-derived 1/8° soilmoisture data from
the NLDAS-2 dataset (Xia et al 2012) as a supply
measure, but find that precipitation (P) gives slightly
better model skill, explaining about 5% more of the
variance in residuals from a model without weather.
For this reason, as well as the fact that precipitation
data are generally more available than soil moisture
data, we use P as our supply variable in themodels and
results that follow.

In order to identify the interaction between supply
and demand in these data, we potentially require a
more flexible fitting procedure than linear interaction
terms within an ordinary least squares regression. For
example, the yield sensitivity to demandmight depend
on supply, but only at low supply levels. Such a rela-
tionship would not be captured by a linear interaction
model. To search for this interaction’s functional
form, we used generalized additive models
(Wood 2006a, 2006b), which include tensor spline-
based smoothing terms, together with linearly additive
terms for other (non-interacting) covariates. While
overfitting can be a liability of such a flexible model,
we found that under sufficient smoothness penaliza-
tion, the response surfaces were stable under rigorous
cross validation and bootstrapping robustness checks.
Furthermore, the most skillful spline-based fit could
be well approximated by an OLS model in which both
linear and quadratic demand terms interact linearly
with supply (see results).

In order to ensure our results did not depend on an
overly specific choice of interaction form, we con-
sidered a broad suite of regression models that are
summarized in table 1. In all models, if year or supply
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does not appear in an interaction, it is still included as
a linear control term, as are sowing date, 91–120 day
post-sowdate maximum temperature, and a catego-
rical county identifier. These controls serve to sig-
nificantly (p< .001) increase variance explained, but
importantly to our purposes, they ensure that the sup-
ply–demand effects are not confounded by late sowing
or high heat during grain filling, both of which could
be correlated with supply and demand in our target
window. Our preferred demand measure is average
maximum VPD, as it has been shown to be a more
effective predictor than temperature and has a more
direct physiological connection to the water demand
experienced by the crop (Lobell et al 2013, Roberts
et al 2013).We consider both spline-basedGAMmod-
els and their OLS analogs that best approximate the
spline-based smoothing terms, and within each of
these two classes we consider increasing degrees of
interaction, starting with models containing no inter-
actions and ending in those in which year, supply, and
demand all interact jointly.

Using curvilinear relationships between yield and
weather variables such as T and P in a regression
model has a long history in the empirical maize mod-
eling literature (Thompson 1969). Such studies have
often used monthly or seasonal averages of T and P,
but in more recent years as more extensive daily
weather datasets have become available, daily mea-
sures such as growing degree and EDD have been used
to detect nonlinear relationships between these vari-
ables and yields (Roberts et al 2013). A common criti-
cism of empiricalmodels is their lack of accounting for
the timing of weather events, but recent work has
leveraged new datasets to compute weather measures
for sowdate-specific intervals, with significant model
improvement over monthly data (Lobell et al 2014).
Our study belongs to this latest category, but with the
additional step of quantifying the impact of interacting
heat and water stress during such an interval. While
previous models explain an increasingly large amount
of variance and are useful for certain projections, they
are likely to underestimate yield loss under the

particular combination of extremely high demand and
low supply.

To check the robustness of the observed interac-
tion effects, we apply a bootstrapping procedure by
resampling only years, thereby treating the entire spa-
tial extent as a single block. This is a conservative
approach in that the number of clusters in our data
without correlated errors is likely much higher than
the number of years (18). In effect we are controlling
for spatial autocorrelation over the entire Corn Belt
region, when in reality any weather-related auto-
correlation is likely to be smaller than the entire
region.We cross validate both by random subsets (10-
fold) and by year, in which we withhold all observa-
tions belonging to the same year as the test set, and
train on the remaining 17 years. The by-year cross vali-
dation serves as a check against models that overfit
based on high-leverage years, a particular concern in
our data which includes the hot, dry, and low-yielding
year of 2012.

To estimate the plausible range of supply–demand
interaction effects under future climates, we use the
output of 29 CMIP5 models run under low and high
emission scenarios of RCPs 4.5 and 8.5, respectively.
We compute the supply and demand variables’ relative
changes between 2010 and 2050, 2070, and 2090 for
each GCM and emission scenario, and apply those
changes to the historical data. As a benchmark, we also
consider the hypothetical scenario of supply decreas-
ing uniformly by one standard deviation of its histor-
ical distribution, and demand increasing by one
standard deviation.

Because future changes in the supply–demand
relationship could also be modulated by the improved
water use efficiency of elevated CO2, we scale the dif-
ferences between current and future VPD by the per-
cent increase of future CO2 from a 2010 baseline of
389 ppm. The scaling factor used by the APSIMmaize
model to modify transpiration efficiency and effective
water demand increases linearly at 10.6%/100 ppm
beginning at 350 ppm (Harrison et al 2014). Here we
use it to artificially reduce the VPD seen by the regres-
sion model. For example, if projected VPD increases

Table 1.Each row represents a different level of interaction between year, supply (s), and demand (d), and each row contains twomodel
specifications—aGAMmodel (top) with tensor spline smooths indicated by the te() terms, and theOLSmodel (bottom) thatmost closely
approximates theGAMmodel. In all cases, ‘controls’ refers to linear (i.e. non-interacting) additions of planting date,maximumdaily tem-
perature in the 91–120 day post-planting period, and a categorical county identifier. In theOLSmodels, the ‘*’ symbol represents an interac-
tion including all lower order terms.

Model form Description Abbreviation

s + te(d) + year + controls
Yield varies nonlinearly with demand, but demand does not interact with supply.

te(d)

s + (d+d2) + year + controls s2

te(s,d) + year + controls
Demand interacts with supply, but neither interacts with year.

te(s,d)

s *(d + d2) + year + controls s*d2

te(s,d) + te(year,d) + controls
Demand interacts with supply and year separately.

te(s,d) + te(yr,d)

s*(d + d2) + year*(d + d2) + controls s*d2 + yr*d2

te(year,s,d) + controls
Demand interacts with supply and year jointly.

te(yr,s,d)

year*s*(d + d2) + controls s*yr*d2
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by 20% while CO2 levels increase from 389 ppm (the
value in 2010) to 845 (the value in 2090 in RCP8.5),
then the effective VPD when accounting for CO2

effects would be scaled down by a factor of 1.2*(1.04/
1.52) = 0.82 (i.e. an 18% decrease), where 1.2 is the
20% scaling on original VPD, 1.04 is the improvement
due to an increase from 350 to 389 ppm, and 1.52 is
the improvement due to an increase from 350 to
845 ppm.

Results and discussion

We find a stark interaction between supply and
demand in these data, as illustrated in figure 1. The
leftmost panel shows the joint response of yield to both
supply and demand when fitting a highly flexible
tensor spline-based model (abbreviated as te(s,d) in
table 1). High evaporative demand is more damaging
at low levels of rainfall, consistent with physiological
expectations that crops are more sensitive to heat
when soil moisture is inadequate to sustain high rates
of transpiration. When constraining the fit to further
penalize unevenness in the surface (center panel), we
achieve a more stable result that still exhibits a steeper
yield decline with VPD at low P than with average P.
We can approximate this fit very well by replacing the
spline-based smootherswith aP*(VPD+VPD2) inter-
action in an OLS model (right panel, abbreviated as
s*d2 in table 1).

We find this interaction to be significant under
stringent robustness checks. ANOVA comparisons of
models with and without interactions show the inter-
action model to be highly significant (p< .001), and
this significance holds up under a much more con-
servative test of block-bootstrapping the data
(figure 2).We conclude that this interaction is a robust
feature in these data. We also find some evidence for
an increasing yield sensitivity to demand over time, as
captured models in which supply and demand also

interact with year, but this is considerably less robust
than the interaction between supply and demand only,
andwe do not consider further in this study.

The GAMmodels, while explaining more variance
and performing better under random-sampling cross
validation, become too sensitive to extremely high
demand values. Cross validating by year similarly
reveals that some of these higher-flexibility models are
too sensitive to extreme years like 2012 (figure 3).
Despite this, our range of regression models shows
good agreement on the magnitude of yield effects in
response to demand increases and supply decreases.
The models that included an interaction between sup-
ply and demand, but not year, struck the best balance
between high variance explained and low test error.
These are the models in the second row of table 1, and
for the sake of simplicity, we hereafter present the

Figure 1.Each surface represents the yield response to 61–90 day post-sowing precipitation andVPDwith all other predictors held at
theirmedian value.Missing facets represent portions of the sample spacewith a lack of nearby observational values. The flexibility of
the spline fits with theirmarginal bases lightly penalized (left) identify a strong interaction in the low-P-high-VPD corner, but are
prone to overfitting. By increasing the smoothness penalty on themarginalfit of bothP andVPD (center), the interaction remains and
the tendency to overfit is greatly reduced. A traditional least-squaresmodel with an interaction between P and (VPD+VPD2) shows a
very similar fit.

Figure 2.The interaction of precipitation andVPDduring the
61–90 day period following planting has a large impact on
final yield.While few data and hence large uncertainty exist
for high supply high demand conditions, the yield response to
demand at very low supply (2nd percentile precipitation, blue
curve) is significantly lower than the response atmedian
precipitation levels (red curve). Error bars represent the 5th
and 95th bootstrap confidence quantiles.
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results of the OLS model ‘s*d2’ as described in table 1.
We proceed with this choice for the easier interpret-
ability of its functional formover that of a tensor spline
smooth, but emphasize that the shape of the GAM
model’s interaction motivated this OLS formulation,
and that both the s*d2 and te(s,d) models give nearly
identical results. The full OLS model specification is
then:

= + +

+ + + +
( )

T

log (yield) year supply* demand demand

county year sowdate ,

2

max

where supply and demand are P and VPD in the 61–90
day post-sowing period, Tmax is the averagemaximum
daily temperature in the 91–120 day post-sowing
period, and the interaction expression contains all
lower order terms (e.g. supply*demand).

Our preferred supply variable is P rather thanVIC-
derived soil moisture, though both are imperfect
proxies for true soil water supply. The VICmodel does
not account for certain factors affecting soil moisture
such as year to year phenology changes due to crop
rotation, or management decisions such as tiling and
tilling. It does, however, represent spatial differences
in soil texture (albeit crudely for an agricultural set-
ting), and accounts for soil moisture memory, both of
which are important and neither of which is accounted
for by precipitation, and has been shown to reproduce
observed inter-annual and intra-seasonal variability
and persistence of soil moisture across the US (Xia
et al 2014). However, the shortcomings of the VIC
model appear to outweigh its benefits in this particular
application, as using P as our supplymeasure results in
a modest but significant improvement in model skill
(R2 of .67 versus 65). Nonetheless, soil properties,
especially as they relate to retention, storage capacity,
matric potential and runoff, are important to this

topic, and improved datasets with large spatial and
temporal coverage could provide significant advan-
tages in future empirical research of crop water and
yield relationships.

Having established a robust interaction between P
and VPD, we turn to the question of whether this
effect has meaningful bearing on yields. As seen in
figure 2, the values of VPD for which the yield
response significantly differs between high and low P
represents a small regime of the data. It could be that
the interaction, while statistically significant, has little
impact, owing to the relatively small mass of data it
represents.Wefind, however, that this is not the case.

Figure 4 shows the county-level effects of a hypo-
thetical increase of VPD and decrease in P by one stan-
dard deviation from their 1995–2012 levels. We see
that the response to this level of warming and drying
differs by as much as 6% for mean losses and 25% for
interannual standard deviation increases between a
model in which P and VPD explicitly interact (right
panels) and one in which they do not (left panels). We
attribute the comparatively larger effect on variability
than mean to the form of the interaction identified in
figure 1. Increasing VPD and decreasing P pushes
more cases toward the low-P-high-VPD corner of the
interaction surface. The majority of observations still
lie in the flat region of the surface (such that the mean
is only modestly affected), but the addition of cases to
steeper portions of the surface creates the potential for
some county-years to experience dramatic yield losses,
with consequent increase in interannual variability. It
is therefore likely that many previous studies, even
those including moisture controls, have likely under-
estimated yield variability in response to high
temperatures.

Finally, we consider the yield effects in response to
the changes between the historical baseline and future
climate projections of supply and demand measures.
Of particular interest here is whether the stark supply–
demand interaction we find could in fact be sub-
stantially mitigated by higher CO2, which effectively
scales down demand through improved water use effi-
ciency. It is possible that higher emissions scenarios
lead to hotter and drier conditions, but that the effec-
tive demand owing to CO2 mitigation results in effec-
tive demand similar to lower-emission scenarios, with
consequently similar yield effects. We address this
question by considering the output of 29 CMIP5
ensemble members, the projected changes of which
from a 2010 baseline are seen in figure 5. We apply
these changes to the 1995–2012 historical values, once
when factoring in the CO2 scaling of demand, and
once without. In the former case, we reduce the pro-
jected VPD changes by the percent improvement in
transpiration efficiency per CO2 increase as prescribed
by the APSIMmaizemodel (seemethods), while in the
latter we apply no changes to the projected VPD
increases. In both emission scenarios, climate trends
toward higher evaporative demand push yields toward

Figure 3.Blue (red) bars distinguishmodels that do (not)
contain supply–demand interactions (see table 1 for amore
complete description of eachmodel). In the ‘random’ group,
we perform10-fold cross validation on a random shuffling of
the observations, while for ‘year’, each test set consists of one
year. Themodels with supply interactions in general perform
slightly better than thosewithout with regard to both 10-fold
and by-year test error, but the spline fits including interac-
tions with year tend to overfit (two rightmost bars).
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Figure 4. In a hypothetical scenariowhere demand (supply) increases (decreases) by one standard deviation of their 1995–2012
values, amodel representing the interaction of supply and demand (right panels) predictsmodestly highermean yield losses and
much higher variability increases than amodel containing supply and demand independently (left panels).

Figure 5. For this region and under this suite of CMIP5models, demand-related variables such as temperature and vapor pressure
deficit increase significantly over the course of the century, especially for RCP8.5. For the supply-related variables of soilmoisture and
precipitation, no significant time trends or inter-RCP differences are seen.Horizontal dark bars indicate themedians across 29 climate
models while crosshairs indicatemeans. Boxwidths are defined by the interquartile range, while lower and upperwhiskers indicate
the 5th and 9th percentiles.
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greatermean losses and greater interannual variability.

These trends are more severe in scenario 8.5, but its

higher CO2 levels mean comparatively greater mitiga-

tion of these yield impacts than scenario 4.5. A key

question, therefore, is whether the greater climate-

related stress of the higher emission scenario out-

weighs the alleviation potential of higher CO2, or

vice versa. We illustrate the results in figure 6, which

shows the distributions of yield mean and variability

changes aggregated over all counties in response to ris-

ing emissions over the 21st century under the RCP 4.5

and 8.5 scenarios. By 2050, the large CO2 benefits of

RCP 8.5 counterbalance its higher demand, to the

point that its yield effects are not significantly different

thanRCP 4.5. By 2070, however, the demand increases

of the high emissions scenario outpace the CO2 gains

for most models, and by 2090, 90 to 95% of models

show 8.5 as the less favorable scenario.

To further examine the dependence of impacts on
emission scenario, figure 7 illustrates the distribution
of differences between model projections for the sce-
narios 8.5 and 4.5. The inter-scenario differences
increase over time, with 8.5 showing greater median
changes in yield mean and CV by 2070 than 4.5. By
2090, these differences are much greater, and sig-
nificant at the 5% level for yield mean changes and at
10% for yield CV changes. This is true both when
demand is scaled down byCO2 (blue bars) andwhen it
is not (red bars). This indicates that while CO2 has
potential to mitigate both mean and variability chan-
ges in yields, the higher emissions scenario none-
theless becomes less favorable by mid-century, and
significantly so by end of century.

We repeat the above analysis using VIC-derived
soil moisture as the supply measure, and estimate
future changes with CMIP5 top-layer soil moisture
projections, obtaining close agreement to the

Figure 6.The yield impacts under lower (RCP 4.5) and higher (RCP 8.5) emissions scenarios are small in themid 21st century, but
become substantial by the end of the century with respect to bothmean and variability changes.While smaller yield effects result from
the reduced effective demand of higher CO2 (light-colored bars), higher emissions result in demand-related damage that outweigh the
CO2 benefits, and the distinction between emissions scenarios remains significant. Horizontal dark bars indicate themedians across
29 climatemodels while crosshairs indicatemeans. Boxwidths are defined by the interquartile range, while lower and upper whiskers
indicate the 5th and 9th percentiles.

Figure 7.The differences between scenarios 8.5 and 4.5with respect to yieldmean and variability increase over time. The dashed line
at 0% indicates no difference between scenarios. Formean changes, values below the dashed line indicatemodels forwhichmean yield
losses in 8.5 are greater than 4.5, while for CV, values above the line indicatemodels forwhich yield variability increases in 8.5 are
greater than in 4.5. Horizontal dark bars indicate themedians across 29 climatemodels. Boxwidths are defined by the interquartile
range, while lower and upperwhiskers indicate the 5th and 9th percentiles.
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precipitation-based results. We also examine the
robustness of our results to extrapolation beyond the
regime of the training data. Inmost scenarios, between
92 and 99% of the projected supply and demand dis-
tributions lie within the range of the historical dis-
tribution. In themost extreme case of RCP 8.5 in 2090,
however, nearly 24% of the increased demand lies
above the historical maximum when not considering
CO2 effects, and 23% lies below the historical mini-
mum when scaling according to CO2 increases.
However, we find little difference in the model
average mean and CV changes when removing these
observations from the analysis, and our conclusions
regarding the inter-scenario differences remain
unaffected.

While noting that management factors can also
affect yield sensitivity to moisture stress (Basso and
Ritchie 2012), FACE studies show that yield improve-
ments under elevated CO2 are below what might be
expected from the increased transpiration efficiency
(Leakey et al 2009). Thus, our model’s yield benefit via
reduced demand could overstate the true CO2 yield
benefit, with the consequence of understating the
lower emission scenario’s advantage.

As with any statistical approach, we caution that
our coefficients could be affected by measurement
error in the predictors, and that our results are largely
restricted to the domain of our data. Though sugges-
tive, they do not immediately extend to other regions,
crops, or supply and demand regimes outside those
used to fit our model. Future statistical (as well as
simulation-based) studies that expand upon the topics
presented here would benefit from a deeper physiolo-
gical understanding of the nonlinear responses arising
from interactions between evaporative demand, soil
moisture supply, andCO2.

Conclusions

The interaction between soil water supply and eva-
porative demand during the most sensitive period of
crop development is a robust phenomenon that has
not previously been adequately represented in empiri-
cal models.We find that this interaction leads to larger
mean yield losses, and larger still yield variability
increases, when conditions become both hotter and
drier. The CMIP5 ensemble suggests a higher fre-
quency of years in which crops will face both high
evaporative demand and water-limited conditions,
but we find that under higher emissions scenarios, the
demand-reducing effect of elevated CO2 can substan-
tially reduce these changes. However, by end of
century, a lower emissions scenario with lower asso-
ciated crop water demand becomes distinctly
favorable.
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