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Managing the risks of climate change requires a consistent 
and comprehensive approach to quantifying uncertainty 
and a clear narrative to describe the process. As economist 

Charles Kolstad noted, such efforts are neither new nor confined 
to the climate arena: “Uncertainty affects many different kinds of 
agents in the world — including governments — and there are a 
whole host of instruments that have already been set up to deal 
with these uncertainties. We don’t need to eliminate uncertainty — 
uncertainty is fine as long as it’s quantified”1.

Process-based models (PBMs) often form the sole basis for 
uncertainty quantification of climate projections. Such models 
incorporate operative physics at scales that are manageable from 
a computational and data acquisition viewpoint. However, some 
climate projection uncertainties — variously termed model, struc-
tural, deep2 or even wicked — take the scientific community outside 
its comfort zone. As we discuss below, these uncertainties cannot 
be tightly constrained with observations; as such, strictly speaking, 
PBMs cannot be validated. A variety of types of formalized expert 
judgement (see Box 1), some with greater rigour than others, has 
played an only limited role in climate-change-related assessments 
of various physical hazards3 where deep uncertainty prevails4–9. 
In contrast, it has been a mainstay in other areas of risk analysis 
since 1975.

In the climate change arena, it has proved difficult to reconcile 
formalized expert judgement with PBMs, as the projections and 
uncertainty estimates based on each can often be substantially differ-
ent. It is even more difficult to determine why they differ. Although 
the Intergovernmental Panel on Climate Change (IPCC) has pro-
vided guidance documents on combining multi-model climate pro-
jections and on characterizing and communicating uncertainty10–12, 
IPCC recently declined to provide general guidance for combining 
distinct lines of evidence arising from, for example, expert judge-
ment and PBMs13. There is, however, a history of successful efforts 
in other areas. The nuclear sector developed techniques for meld-
ing structured expert judgement (SEJ, a type of formalization; see 
Box 1) with the complex suite of models used to predict the conse-
quences of a nuclear accident14. A problem for risk analysts was that 
‘domain experts’ (for example, specialists in atmospheric dispersion 
as opposed to whole-system modellers) working with high-fidelity 
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codes would not quantify uncertainty on the parameters of the 
less-complex physical representations, which was required for large 
models describing the whole system. The solution was to elicit prob-
ability distributions from these experts on observables predicted by 
the models and to tailor distributions on the model’s parameters so 
as to reproduce the elicited expert distributions. This process has 
come to be known as probabilistic inversion (for further details, see 
the Supplementary Information).

Here, we suggest that a similar strategy might allow a more seam-
less and consistent blending of PBMs and expert judgement, result-
ing in an improvement in climate uncertainty quantification. The 
general approach recognizes that for many aspects of the climate 
problem, scientists are operating in an environment where direct 
constraints on model behaviour are limited and the models’ predic-
tive value is open to question. Accordingly, this method introduces 
constraints based on the general understanding of the physical 
system on which the experts draw and from which the models 
are derived. This converts the question ‘Where are our knowledge 
gaps?’ to ‘How can we shape what we do know from multiple lines 
of evidence into a coherent representation of probability associated 
with a particular physical hazard?’

We first review the limitations of PBMs in quantifying uncer-
tainty and the pervasiveness of expert judgement in attempts to do 
so. We next summarize IPCC’s use of expert judgement in combina-
tion with PBMs to assess climate sensitivity and the ice sheet contri-
bution to sea-level rise (SLR). We then go on to illustrate the utility 
of probabilistic inversion for fusion of PBMs and expert judgement 
in projecting behaviour of the Antarctic ice sheet (AIS). Finally, we 
discuss the generalization of this approach and propose preliminary 
minimal criteria or signposts to its implementation.

Characterizing uncertainty
There is a wide gap between the temporal and spatial scales at which 
the governing laws of physics and chemistry can be solved in a 
practical sense, and what is required for climate projections (that is, 
solutions from local to global scale for long lead times). PBMs thus 
inevitably involve parameters and model structures that are not well 
anchored in measurements, and measurements (where available) 
entail their own uncertainties15.
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Efforts to quantify uncertainties in PBMs are dominated by 
perturbed physics ensembles (PPEs)4,16,17. This method has been 
generalized in the multi-model ensemble (MME) technique, which 
treats the predictions of individual Atmosphere–Ocean General 
Circulation Models (AOGCMs) in a way similar to those of individ-
ual members of a PPE. Both are aligned with climate observations 
using Bayesian updating.

A simple example illustrates the assumptions in both ensemble 
approaches and the difficulty of using them to quantify uncertainty. 
Consider throwing a pair of dice that we suspect of being loaded, but 
with very limited information on how the loading was implemented. 
The dice may be loaded in the same way or different ways; we have 
a prior probability covering all possibilities. Suppose, however, that 
we can only observe repeated throws of one of the dice: what can we 
learn about the loading of the other, a structural uncertainty? The 
outcome of tossing the dice represents only two random variables. In 
the case of the climate, we have many, many more random variables 
(for example, local atmospheric and oceanic properties) of which we 
have repeated high-quality observations for only a few, and we do 
not fully understand the underlying physics (analogous to imbal-
ances in the dice). Thus Bayesian methods have limited usefulness in 
the context of structural uncertainty.

In using ensemble approaches to characterize climate uncertainty, 
expert judgements fill this gap. In PPEs, expert judgement enters 
directly in the determination of prior distributions of model param-
eters. Current practice uses the modeller’s own uncertainty distribu-
tions (see below). Expert judgements are implicit in inference from 
MMEs as well18. In both PPEs and MMEs, results are sensitive to 
the choice of observational constraints (temperature or precipita-
tion, or their changes or extreme behaviour; behaviour of modes of 
climate, etc.) and in the appropriateness and comprehensiveness of 
the observations employed in the likelihood function as an analogue 
for future change (that is, the out-of-sample issue). Most important 
is the common assumption that the ensemble spans the range of pos-
sible model structures.

Rougier et  al.19 approached this problem by making either the 
strong assumption that the truth and our models are all exchangeable, 

or the weaker assumption of co-exchangeability: all models are 
equally successful or deficient at representing reality. A ‘discrepancy’, 
a measure of structural error, characterizes the relation between the 
models and reality. The challenge is then to represent this discrep-
ancy20–23. These methods, usually working with statistical emulators, 
are only useful if we assume that the structural error can be repre-
sented by a parametric distribution function. Finding this distribu-
tion creates a significant role for expert judgement in determining 
the magnitude and shape of the discrepancy.

Even with PBM-based approaches to uncertainty quantification, 
expert judgement cannot be expunged. Current efforts thus perform 
a useful service of circumscribing the range of possible outcomes 
based on variations of models and model parameters. They cannot 
address the question of whether these model runs bracket the truth24.

IPCC efforts to incorporate expert judgement
In its assessments, the IPCC has acknowledged the limitations of 
ensembles of PBMs, and has attempted to include expert judgement 
in projections of some climate system properties. However, the use 
of expert judgement has been application dependent, controversial 
and implemented differently across chapters and reports25,26.

The estimation of equilibrium climate sensitivity, described in 
detail in IPCC’s Fifth Assessment Report (AR5)13 and elsewhere5, is 
perhaps the best-developed example so far of attempts to fuse dif-
ferent lines of evidence in the context of climate projections. AR5 
incorporated instrumental, climatological, palaeo-climatological 
and model-based evidence as well as combinations of these lines of 
evidence — such as models weighted by climatology. AR5 authors 
then explicitly but informally applied their own expert judgement in 
deriving a likely (17–83%) range of 1.5–4.5 °C and also partly char-
acterizing the tails of the sensitivity distribution. It is comforting 
that assessment using very different types of evidence yields good 
agreement in the central probability range (including studies that are 
not in any obvious way reliant on AOGCMs). However, individual 
studies disagree widely in the upper tail (95% confidence limit on 
sensitivity from individual studies varying from 3.5–9 °C), so expert 
judgement plays a critical role in any overall assessment. These 

Expert judgement encompasses a wide variety of techniques 
ranging from a single undocumented opinion, to preference 
surveys, to formal elicitation with external validation55. In the 
nuclear safety area, Rasmussen et  al.56 formalized expert judge-
ment by documenting all steps in the expert elicitation process 
for scientific review. This made visible wide spreads in expert 
assessments and raised questions regarding the validation and 
synthesis of expert judgements. A critical review endorsed the 
use of expert subjective probabilities57 and ushered in widespread 
applications in nuclear risk assessment. The nuclear safety com-
munity later took on board expert judgement techniques driven 
by external validation14. Other blue-ribbon advisory panels have 
subsequently endorsed these techniques. In a seminal report58, 
the Committee on Risk Assessment of Hazardous Air Pollutants 
(National Research Council) called for quantitative uncertainty 
analysis as “the only way to combat the false sense of certainty 
which is caused by a refusal to acknowledge and (attempt to) quan-
tify the uncertainty in risk predictions.” The US Environmental 
Protection Agency has advised that “the rigorous use of expert 
elicitation for the analyses of risks is considered to be quality 
science”59, and endorsed expert elicitation as “…well-suited for 
challenges with complex technical problems, unobtainable data, 
conflicting conceptual models, available experts, and sufficient 
financial resources”60.

External validation is the hallmark of science, and expert 
judgement techniques based on external validation are here 
termed structured expert judgement (SEJ). They have been used 
extensively in areas ranging over nuclear safety, investment bank-
ing, volcanology, public health, ecology and aeronautics/aerospace 
(for an overview of applications, see refs 61–76). In SEJ, experts 
quantify their uncertainty on potentially observable variables of 
interest, and on calibration variables from their field whose true 
values are known post hoc. Performance on calibration variables 
is used to construct performance-weighted combinations of the 
experts’ judgements. Among the insights emerging from studies 
using SEJ with calibration variables are: (i) experts’ statistical accu-
racy and informativeness (the ability to concentrate high probabil-
ity in small regions) is very uneven, ranging from informative and 
statistically accurate to very overconfident61; (ii) both equal-weight 
and performance-based combinations of individual experts’ dis-
tributions generally result in improved statistical accuracy, and for 
equal weighting this improved accuracy is often purchased at the 
expense of very wide confidence bands; (iii) statistical accuracy 
and informativeness are often antagonistic — the most informa-
tive experts are also the least accurate — although many expert 
panels contain accurate and informative individuals; and (iv) per-
formance weighting yields better performance, both in- and out-
of-sample, than weighting schemes not based on performance61–63.

Box 1 | Expert, and structured expert, judgement.
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low-probability outcomes may be the key to risk management3,13,27,28. 
Despite this experience, AR5 authors eschewed inclusion of formal-
ized expert judgement in evaluating climate sensitivity “because the 
experts base their opinion on the same studies as we assess”13.

SLR projections require the use of alternatives to PBMs, as process 
studies and model intercomparisons (for example, Pattyn et al.29) are 
just beginning to illuminate the physical and numerical requirements 

for the adequate representation of decadal-to-century timescale 
mass changes of ice sheets. The current generation of continental-
scale models does not represent many of these processes30,31 and 
exhibits considerable spread even when forced with identical bound-
ary conditions and climate forcing29,32,33.

The incorporation of lines of evidence not tied to PBMs to 
address these uncertainties — for example, SEJ34 and semi-empirical 

Running a model with uncertain parameters set at ‘nominal values’ 
or ‘best guesses’ yields deterministic predictions. Confidence in 
the outcomes is communicated in an accompanying narrative. 
Alternatively, quantitative uncertainty analysis assigns a joint distri-
bution to uncertain model parameters, yielding distributions over 
model predictions. The goal is to take account of uncertainties in 
the model parameter values and, to some extent, even uncertainties 
about the model itself (for example, structural uncertainties). The 
question vexing earlier practitioners was how to acquire these joint 
distributions over model parameters. Distributions supplied by the 
modellers themselves were used initially, but the modellers were not 
always representative of the larger scientific community and this 
process lacked the desired transparency and verifiability. Querying 
domain experts about the parameters of a model to which they did 
not subscribe met with resistance. The solution was to query inde-
pendent domain experts not involved in the model building about 
observable phenomena predicted by the models. After combining 
their uncertainty distributions over these observables, a distribu-
tion over model parameters was sought that would replicate the 
experts’ distributions.

Atmospheric dispersion provides a simple case where independ-
ent expert uncertainty quantification has been empirically validated 
and used with probabilistic inversion to constrain model param-
eters. It also illustrates the difference between uncertainty quanti-
fication by independent experts versus quantification by modellers. 
This case study is described briefly below and in more detail in the 
Supplementary Information.

Under ideal conditions, a neutrally buoyant contaminant 
released in a constant wind field spreads in the crosswind and 
vertical directions at a rate proportional to the root of downwind 
distance, according to the simple Gaussian model. In reality, these 
ideal conditions do not apply. To address this deficiency within the 
context of a Gaussian model, the stability of the atmosphere and the 
crosswind and vertical diffusion coefficients (σ(x)) can be ‘param-
eterized’ as functions of downwind distance x and other ambient 
variables. However, uncertainty quantification is challenged by the 
fact that independent experts are reluctant to quantify their uncer-
tainty on the parameterized diffusion coefficients.

To address this difficulty, experts were asked to quantify their 
uncertainty on measurable quantities — such as crosswind disper-
sion at various downwind distances after a release under stipulated 
conditions. The expert judgements were combined into a single prob-
ability distribution using weights derived from their performance 
based on comparisons with measured values. Model parameters are 

then forced into alignment with this distribution with probabilistic 
inversion, as shown schematically in the figure below.

The combined probability distributions of crosswind dispersion 
are shown at four distances from the source by the dashed lines. 
Probabilistic inversion draws a large sample of values (solid lines) 
from a broad distribution of diffusion coefficients. Weights are then 
assigned to each coefficient such that when the initial distribution 
is re-sampled using these weights, the dashed distributions are opti-
mally recovered. If the probabilistic inversion problem is feasible, 
an optimal set of weights (in the sense of minimally departing from 
the starting distribution) is quickly found. This distribution typi-
cally introduces complex dependencies and is given numerically.

The confidence bands for observable quantities estimated by 
modellers were almost always narrower than those of the inde-
pendent experts (see Supplementary Information and ref. 54). As 
the combined expert distributions are statistically accurate when 
compared to observed values, the models with parameter distribu-
tions obtained with probabilistic inversion are similarly more accu-
rate than the model outputs.

Box 2 | Atmospheric dispersion as an example of probabilistic inversion.

Table 1 | Summary results for the nine variables involved in the probabilistic inversion.

 D (WAIS) D (EAIS) D (TOT) SMB (WAIS) SMB (EAIS) SMB (TOT) SLR (WAIS) SLR (EAIS) SLR (TOT)
Mean 6.8 4.3 11.1 −2.8 −3.8 −6.6 3.9 0.6 4.5
Variance 33.8 13.1 47.2 0.1 0.1 0.4 33.9 13.2 47.5
Corr. 0.8 0.5 1.0 0.1 0.1 0.1 0.8 0.5 1.0

D, discharge (mass flux across Antarctic grounding lines); SMB, surface mass balance; SLR, D + SMB (positive values indicate a net contribution to sea level). The third row is the correlation coefficient for each 
variable and the total sea-level contribution from Antarctica. All values are in mm yr−1 for the year 2100.

Combined expert assessments of uncertainty on crosswind dispersion 
σy(x) at four downwind distances. Solid lines give σy(x) for five different 
values of model parameters A and B. Downwind distances (x1–x4) 
are indicated with dashed lines. See Supplementary Information for 
more details.
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methods35 — has varied widely across IPCC reports and has proven 
difficult and controversial36,37. Although non-PBM-based projec-
tions of ice sheet mass balance were discussed in the AR5, there 
was no quantitative incorporation of estimates of SLR from the 
SEJ of Bamber and Aspinall38 reported in 2013 (hereafter referred 
to as BA13), noting solely that expert estimates from marine-based 
sectors of the AIS have a wide spread. Instead, AR5 authors used 
the projections of Little et  al.39 (hereafter referred to as L13) for 
Antarctic discharge, in which subjective judgement was imposed 
earlier in the process (on drainage-basin-specific ice discharge 
growth rates and their covariance, rather than sea-level contribu-
tion). Another layer of expert judgement was then imposed in the 
AR5, ad hoc, by converting the L13 5–95 percentile range into the 
AR5 17–83rd percentile range. This re-categorization of the uncer-
tainty range recognized the possibility of more rapid mass loss than 
taken into account in L13, and implied that the possibility of such 
an outcome (for example, rapid collapse of part of the ice sheet) lay 
outside the 17–83rd ‘likely’ range, but provided no further quantifi-
cation of its likelihood.

Subsequent effort to fuse PBMs and SEJ across the complete 
range of probabilities has proven difficult. Kopp et al.40 fused the tail 
structure from BA13 with that from AR5 to produce a more com-
plete estimate of the ice sheet contribution. However, this was done 
ad  hoc without using a generalizable approach; consequently, the 
central range may not be internally consistent with the appended 
tail. Jevrejeva et al.41 simply substituted the BA13 projections of ice 
loss for those generated by AR5.

IPCC’s meta-assessment of climate sensitivity is fairly transpar-
ent about the reasoning behind its judgements. However, its method 

of arriving at judgements is unclear: did the judgements arise from 
deliberations among two experts? Ten experts? Was the member-
ship of the group consistent or did it vary over time? Were certain 
views eliminated from consideration for lack of consensus, for 
example, what opinions were held about the right-hand tail? Did 
all experts access the same information? Perhaps most importantly, 
do we understand the conditions under which such techniques have 
been successful and when they have failed? The lack of such clarity 
about the process is especially troubling. In addition, the issue of 
independence of lines of evidence arises in any process of statisti-
cal combination, formal (for example, Bayesian updating used in 
many of the studies above) or informal (such as IPCC’s), which one 
supposes to be internally consistent. This problem only worsens for 
situations such as SLR projection, dependent as it is on ice sheet 
behaviour where the lines of evidence available are fewer and each is 
less compelling than for climate sensitivity, and the whole distribu-
tion is likely to be heavily dependent on expert judgement.

Merging climate projections with probabilistic inversion
If the same quantities are predicted by a PBM and SEJ, then can we 
constrain the parameter space of the PBM using the uncertainty dis-
tribution derived from SEJ? If so, we will have developed an uncer-
tainty quantification on PBM parameters anchored in evidence that 
is largely independent of the model (independence may not be per-
fectly achievable due to the diffusion of expert knowledge) and that 
itself is subject to empirical validation. In this context, SEJ applies 
to quantities with which experts have some familiarity (for example, 
SLR). It does not apply to parameters whose meaning depends on 
models to which the experts may not subscribe, for example, fric-
tion coefficients at the base of an ice sheet.

Probabilistic inversion, the operation of inverting a function or 
a model at a distribution42,43 (for a more detailed and precise defini-
tion, see the Supplementary Information), is one way of doing this. 
Box  2 describes a simple example (atmospheric dispersion) and 
graphically demonstrates the probabilistic inversion process; the 
remainder of this section demonstrates the use of this technique in 
a deeply uncertain climate problem: twenty-first-century ice loss 
from Antarctica.

BA13 (ref. 38) and L13 (ref. 39) are two recent attempts to quan-
tify ice sheet mass loss. In an application of SEJ, BA13 elicited 5th, 
50th and 95th percentile mass balance projections for the East 
Antarctic ice sheet (EAIS) and the West Antarctic ice sheet (WAIS). 
In contrast, in L13, prior probability distributions were assigned to 
the growth rates of: (i) ice discharge (D, mass flux across Antarctic 
grounding lines); and (ii) surface mass balance (SMB; roughly 
equivalent to snowfall accumulation) for 19 separate drainage 
basins based on the authors’ assessment of regional constraints on 
climate and ice dynamics. Monte Carlo sampling was used to derive 
probability distributions of mass balance changes over different sec-
tors of the ice sheet.

Here, probabilistic inversion is used to invert the year 2100 mass 
balance projections elicited in the SEJ of BA13 onto the model 
of L13. Using the iterative proportional fitting (IPF) algorithm 
described and implemented in the Supplementary Information, 
each of the Monte-Carlo samples (n = 100,000) from L13 is assigned 
a weight resulting in year 2100 5th/50th/95th percentile values of D, 
SMB and SLR for the EAIS, WAIS and entire AIS identical to those 
of BA13. These weights are used to construct joint distributions on 
D and SMB growth rates, their covariance and the mass balance 
baseline at the basin scale (in contrast to L13, here we focus only on 
larger aggregations of drainage basins).

Importantly, our analysis requires a widening of the ‘base case’ 
prior assumptions in L13 to accommodate the SLR projections 
derived from SEJ. L13 accounted for the possibility of alternative 
priors using several sensitivity tests. Here, we expand the range of 
linear growth rates in Antarctic marine-based basins, especially 
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Figure 1 | The effect of probabilistic inversion on SLR probability 
distributions. a–c, Comparison of the probability distributions of 
cumulative sea level contribution (1990–2100, in metres) for the AIS (a) 
WAIS (b) and EAIS (c) both before (dashed lines) and after (solid lines) 
the probabilistic inversion.
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the combined discharge of the Thwaites, Smith and Kohler glaciers 
(B15R) and Pine Island Glacier, to reflect a broader set of prior 
assumptions on discharge growth rates (5.8% yr–1  ±  5.8% yr–1 
(mean ± s.d.) for Pine Island Glacier and 3.8% yr–1 ± 5.8% yr–1 for 
B15R) . The mean discharge growth rate of all other marine-based 
basins (as defined in L13) is increased by 50% of the 1974–2008 his-
torical linear rate of discharge increase in Pine Island Glacier. These 
adjustments permit significantly higher rates of discharge growth 
from the Amundsen Sea sector, consistent (in spirit) with recent 
process-based modelling31,44 and observations45.

With these adjustments, the SLR distribution of year 2100 from 
the L13 model matches the quantities elicited in BA13 (Table  1). 
Probabilistic inversion changes the year 2100 5th/50th/95th per-
centile SLR projections by +5.8/−2.3/+3.4  mm  yr–1 for WAIS and 
+4.6/−0.4/+1.1 mm yr–1 for EAIS. The largest change is in the low 
(left-hand) tail, where the approximately normal distributions of 
L13 are in stark disagreement with the positively skewed results of 
BA13. In this analysis, the total SLR from Antarctica is largely deter-
mined by WAIS discharge (correlation coefficient 0.8); however, the 
contribution of EAIS is non-negligible (0.5).

With the assumption of linear growth rates, we can present 
results in terms of the cumulative sea-level contribution (Fig.  1). 
As noted by de  Vries et  al.46, a super linear rate of growth would 
satisfy the BA13 rates with a smaller cumulative SLR contribution 
(for example, see the quadratic assumptions in refs 47–49). We leave 
exploration of this issue for future work, noting that elicitations 
could also be designed to target the cumulative contribution.

The 95th percentile values for the cumulative 1990–2100 SLR 
from WAIS, EAIS and AIS (100, 38 and 104 cm, respectively) are 
close to that of BA13 (which also assumed linear growth); differ-
ences arise due to a different baseline, the assumed inter-basin 
correlations, and the projection period. Probabilistic inversion 
transforms the normal distributions closer to a lognormal distribu-
tion; the low tail is cut off, there is more probability mass in the cen-
tre and the high tail is shifted to match the 95th percentile. However, 
unlike other analyses38,42,43, the form of the distribution is not speci-
fied; it is a function of the elicited quantiles, which are not bound to 
a specific form.

At the largest scale, the inverted distributions must satisfy the 
dual constraints of SLR from the WAIS and EAIS. Figure 2a indi-
cates that there are two favoured ‘pathways’ of ice loss implied by the 
elicitation and the L13 model: one in which both ice sheets behave 

relatively independently and one in which both the EAIS and WAIS 
exhibit high SLR. Simulations where either the WAIS or EAIS, or 
both, generate substantial sea-level fall are strongly down-weighted 
by the inversion. Similar behaviour is shown at a smaller scale in the 
Amundsen Sea (Fig. 2b), especially in B15R; moderate to high SLR 
samples are up-weighted. In this analysis, the future behaviour of 
B15R is shown to control an increasing part of Antarctica’s sea-level 
contribution as lower probability outcomes are considered (Fig. 3). 
Probabilistic inversion diminishes the contribution of B15R (con-
sistent with the overall WAIS contribution shown in Fig.  1) over 
most of the probability density function, but up-weights its con-
tribution above the 92nd percentile to satisfy the elicited high-end 
WAIS contribution.

A path forward
For this Perspective, we applied a particular method — probabilistic 
inversion — aimed at integrating expert judgement with other lines 
of evidence. In contrast to efforts to fuse projections ‘after the fact’, 
the probability distribution for Antarctic ice loss shown in Fig.  1 
is internally consistent. Inverted prior distributions are generated 
at a finer spatial scale than would be possible from SEJ alone, and 
these might be updated with regional PBMs and observational data-
sets39. Alternatively, they may be updated with a subsequent round 
of probabilistic inversion based on further observations, or with a 
different set of experts. Designing PBMs and SEJ conjointly would 
offer the prospect of much richer integration.

This approach has its limits. A probabilistic inverse does not 
always exist; that is to say, it may not be possible to recover the com-
bined expert uncertainty distributions on observables from a distri-
bution over the PBM’s parameters. In the atmospheric dispersion 
example (Box  2 and Supplementary Information), the inversion 
was quite successful50. Suppose, however, that the dotted densi-
ties for σy(x) were decreasing as x increased, that is, a plume that 
becomes less diffuse as it moves downwind; in almost all conditions, 
this behaviour is physically impossible. If the experts had given 
such distributions, the probabilistic inversion would certainly fail. 
Alternatively, experts might favour a plume growth rate that cannot 
be captured by a simple form; or, as in the ice sheet analysis in the 
previous section, distributions on the discharge growth rate param-
eters (or assumptions about their linearity) that are quite different 
than that envisaged by the modeller. If inversion is not feasible then 
the departure between what we would like and what we can get with 
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probabilistic inversion is assessed. The analyst must judge whether 
the departure is acceptable or if not, whether other models or other 
experts should be used. Regardless, we claim that the explicit pro-
cess of comparing expert judgement and PBMs using probabilistic 
inversion is invaluable and can certainly be extended beyond the ice 
sheet problem.

Although uncertainty cannot be reduced without acquiring new 
knowledge, we believe that there is a reserve of such knowledge in 
expert judgement that can be carefully elicited and implemented so 
as to improve characterization of uncertainty. Probabilistic inversion 
would be most usefully applied to problems where there is at least a 
modest body of observational information, but PBMs are perform-
ing poorly. However, for some problems, the availability of geophys-
ical observables is insufficient to usefully constrain the models. For 
others, non-observational lines of evidence can serve as input for 
SEJ, for example, experimental understanding of physical processes.

Stepping back from probabilistic inversion to the general prob-
lem of uncertainty quantification, we end by suggesting a few sign-
posts pointing towards an informative approach. First, uncertainty 
quantification should have a component that is model independent. 
All models are idealizations and so all models are wrong. An uncer-
tainty quantification that is conditional on the truth of a model or 
model form is insufficient. Second, the method should be widely 
applicable in a transparent and consistent manner. As already dis-
cussed, several approaches to uncertainty quantification have been 
proposed in the climate context but fall short in their generalizabil-
ity or clarity. Third, the outcomes should be falsifiable. Scientific 
theories can never be strictly verified, but to be scientific they must 
be falsifiable51. Whether theories succumb to crucial experiments 
or expire under a ‘degenerating problem shift’52, the principle of 
falsifiability remains a point of departure. With regard to uncer-
tainty quantification, falsification must be understood probabilis-
tically. The point of predicting the future is that we should not be 
too surprised when it arrives. Comparing new observations with 
the probability assigned to them by our uncertainty quantification 
gauges that degree of surprise. With this in mind, outcomes should 
also be subject to arduous tests. Being falsifiable is necessary but 
not sufficient. As a scientific claim, uncertainty quantification must 
withstand serious attempts at falsification. Surviving arduous tests 
is sometimes called confirmation or validation, not to be confused 
with verification53. Updating a prior distribution does not consti-
tute validation. Bayesian updating is the correct way to learn, based 

on a likelihood and prior distribution, but it does not mean that 
the result of the learning is valid. Validation ensues when poste-
rior ‘prediction intervals’ are shown to capture out-of-sample (for 
example, future) observations with requisite relative frequencies. 
This is the case for the coefficients in the Gaussian plume model 
(Supplementary Information and ref. 54). Time will tell whether the 
uncertainty quantification for ice sheets presented here survives.
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