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Preface

This report documents the results of one task supporting the project “Improving Data 
Collection to Inform Future Planning.” The task considered how data could be used 
more effectively to inform long-range Army force planning. The report should be of 
interest to force planners across the defense analytical community, particularly those 
involved in applying quantitative techniques to long-range planning challenges. The 
information cutoff date for this document is September 2011.
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Summary

Intervention Timing and Temporal Dependence

When Department of Defense (DoD) force planners use integrated security constructs 
and multiservice force deployment scenarios to estimate force requirements, their 
models assume that military deployments by U.S. forces occur as independent events 
that are not systematically correlated over time (i.e., that they are serially uncorrelated). 
However, the U.S. experiences in Southeast Asia during the 1960s, the Balkans during 
the 1990s, and the Middle East since 2001 suggest, at least anecdotally, that military 
interventions may not be serially independent. It is possible, instead, that they demon-
strate temporal dependence, in which the likelihood of an event in one period is affected 
by the frequency of similar events in past periods. Temporal dependence would tend 
to produce event clusters as each incidence of a given event increases the likelihood of 
similar events in the near future.

If U.S. military interventions do in fact demonstrate temporal dependence, 
one would expect them to occur in clusters. This would result in a very different 
“demand signal” for U.S. military capabilities than the current DoD approaches to 
force planning, which assume serially uncorrelated interventions, produce. This study 
assesses whether there is empirical evidence of temporal dependence in U.S. military 
interventions.

Testing for Temporal Dependence

This report tests for temporal dependence by analyzing a set of 66 cases of U.S. Army 
involvement in “interventions” from 1949 to 2010. For the purposes of this analy-
sis, an intervention is an Army deployment of company size or larger for contingency 
and peacekeeping (or peace enforcement) operations, thus excluding air strikes, air-
lift, humanitarian operations, sea- and air-based noncombatant evacuations, and small 
deployments of U.S. military advisers and trainers. To ensure that any finding of tem-
poral dependence is not the result of underlying political (presidential popularity), 
economic (U.S. gross domestic product and unemployment), or other strategic factors 
(relative U.S. power, level of conflict, and period), the analysis includes other con-
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trol variables that may affect the likelihood of military interventions over time. Most 
important among these is the control for time, specifically the collapse of the Union of 
Soviet Socialist Republics (USSR), which marked a significant shift in the overarching 
geopolitical regime.1 The analysis also specifies several models of international conflict, 
using controls for geopolitical regime, global economic health, population growth, 
and characteristics of the international security context (distribution of power, number 
of democracies) to assess the existence of dependent clustering in conflict onset that 
might affect the likelihood of interventions.2 This analysis used both Poisson and ordi-
nary least squares regressions and yearly data with the count of new interventions (or 
instances of conflict) as the dependent variable in the analyses.3

Results

The results show reasonable evidence that military interventions do occur in temporally 
dependent clusters but also make it clear that the strength of this dependent clustering 
effect is heavily influenced by the underlying characteristics and political dynamics of 
the governing geopolitical regime. The size and strength of the clustering effect varies 
across specifications, but overall, the empirical results suggest that an additional inter-
vention in one period increases the likelihood of an additional intervention in the next 
by at least 20 to 25 percent (with an upper bound of as much as 50 percent). This is a 
fairly significant effect, especially compared with the serially independent distribution 
of interventions that force planners currently use.

1 The term geopolitical regime is used here to denote the fundamental political dynamics of the international 
system, including the character and distribution of political and economic power, the nature of relationships 
among major powers, and the security issues around which the system is organized. The Cold War and post–Cold 
War geopolitical regimes are the two major regimes considered in this analysis.
2 I use Uppsala Conflict Data Program at the Peace Research Institute Oslo’s armed conflict database for the 
models of political conflict and the control for level of political conflict in the intervention model. The use of a 
two-stage model is unnecessary because the likelihood of interventions is not strongly associated with the level of 
instability and conflict.
3 Regression analysis is a statistical technique used to estimate the relationship between a dependent variable 
and potential predictors or independent variables, holding other factors constant. The ordinary least squares 
regression is appropriate when the dependent variable is normally distributed and estimates relationships between 
variables using a linear approximation. Poisson models are more appropriate for event count data and allow for 
unequal variance across a distribution.

Autoregressive integrated moving average (ARIMA) models are used with time-series data sets and are 
designed to capture correlations over time. The ARIMA model estimates the size of temporal correlation in the 
dependent variable using the correlation of the regression’s residuals, or unexplained variation.
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Implications for Force Planning

These findings have three broad implications for DoD force planning and the defense 
analytical community. First, the fact that U.S. military interventions tend to clus-
ter together in time implies that force planning frameworks that assume a serially 
uncorrelated pattern of interventions, such as the integrated security constructs, may 
understate actual requirements for forces and capabilities during a period of clustered 
interventions. This would create operational and strategic risk, and DoD should con-
sider modifying the integrated security constructs to incorporate serial correlation of 
interventions.4

Second, it appears that the likelihood and clustering of interventions are sensitive 
to the character of a geopolitical regime. This suggests that the pattern of future mili-
tary operations projected by a force planning framework reflects important, if implicit, 
assumptions about the nature of the future geopolitical regime. It would be prudent for 
DoD to make these assumptions explicit and consider whether the existing set of force 
planning frameworks reflects the spectrum of potential future geopolitical regimes. As 
a corollary, alternative assumptions about the future geopolitical regime may provide 
a strategically coherent basis for developing alternative integrated security constructs.

Finally, in addition to quantitative metrics that provide insight into the likeli-
hood of intervention clusters at given time, temporal dependence can be included 
qualitatively in force planning processes, by incorporating in planning documents an 
extended discussion of the concept and its implication; how it relates to intervention 
duration, frequency, and concurrency; and a description of the role the geopolitical 
regime plays in the likelihood and strength of clustering.

4 Estimates in this report should be considered preliminary and in need of refinement before being used in real 
force planning analyses.
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1

ChApTer One

Introduction

Department of Defense (DoD) force planners use integrated security constructs and 
multiservice force deployment scenarios to project the numbers and types of demands 
likely to be placed on U.S. forces in future years. The documents define possible “states 
of the world,” each of which includes steady-state activities and small- and larger-scale 
contingency scenarios that would require surges in U.S. military forces in a given 
region. Although these projections do make use of data, models, and simulations, 
they also rely heavily on two key assumptions—one used to estimate the frequency of 
future contingencies and the other used to estimate the likelihood the United States 
will deploy forces overseas. To define the likelihood of different types of scenarios, the 
current DoD planning process assumes their frequency in the past is the best predictor 
of their frequency in the future. This approach provides an empirical basis for select-
ing scenarios but ignores the fact that the nature of conflict may change rapidly over 
time and may exhibit regional or temporal spillover. To define the likelihood that the 
United States will intervene militarily, DoD planners consider the level of threat to 
U.S. strategic interests and the risk associated with the intervention. In this approach, 
the timing of U.S. military deployments does not follow any systematic pattern or 
underlying distribution, and each intervention is considered to be largely independent 
from others.

This does not mean that force planning processes ignore questions about inter-
vention timing. First, they address concurrency or conflict overlap by defining resource 
constraints. Second, they incorporate duration or conflict length as they map out the 
phases of a deployment or a contingency. The existing force planning process does not 
consider, however, whether there is a correlation between military deployments over 
time that makes the likelihood of future interventions a function not only of U.S. 
interests and the potential risk but also of the frequency of interventions in the recent 
past. This relationship would be different from the standard notion of concurrency, 
in which several deployments occur at that same time, because it would not require 
overlap between interventions and would be predictable and systematic, not simply a 
random or chance event.

The question of how the term intervention is defined in force planning and in this 
report is also important. Interventions may include many different types and levels of 
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military activity, ranging from the movement of an aircraft carrier from one area to 
another, to an air strike, to a substantial deployment of ground troops. For the purpose 
of the empirical analysis in this report, I define intervention as a deployment of ground 
troops, of at least company size. This definition is appropriate because I am most inter-
ested in activities that significantly affect the demands on ground troops and that have 
force planning implications. However, in force planning exercises, interventions may 
also include smaller, short-term deployments of troops to conduct evacuation opera-
tions, the insertion of teams of elite soldiers to accomplish important strategic goals, 
tactical airstrikes, or other types of operations. The general discussion of interventions 
and intervention timing in this report refers to these types of military activity as well.

There are empirical, theoretical, and anecdotal reasons to expect relationships 
between interventions that affect their timing, likelihood, or frequency. First, there are 
clear examples of events related to military deployments that are not serially indepen-
dent and that do occur in dependent clusters or waves. For example, several empirical 
studies of conflict and most empirical work on unconventional threats—such as terror-
ist attacks—find that the likelihood of future crises, conflicts, and attacks rises when 
similar events have occurred in immediately preceding years. This type of relationship, 
in which the likelihood of an event in the present and the future is directly dependent 
on its incidence in the past, is referred to as temporal dependence. Temporal dependence 
can contribute to event clusters, or uneven, clumpy distributions of events. Temporal 
dependence observed in terrorist attacks, civil war, and other types of conflict may 
contribute to similar patterns in military interventions and deployments. There is also 
evidence of temporal dependence between financial market crises over time, resulting 
in the wavelike patterns often cited by economists (Corsetti, Pericoli, and Sbraicia, 
2005; Caramzaa, Ricci, and Salgado, 2000; Bae, Karolyi, and Stulz, 2003). Parallels 
between the international economic and political systems make patterns in financial 
markets relevant to questions about deployment timing.

There is also more direct, qualitative evidence that military interventions and 
deployments occur in dependent clusters or groups over time. For example, the 1960s 
saw a string of U.S. military interventions in Southeast Asia, and the early 1990s 
brought a significant number of U.S. military activities in Bosnia, Haiti, and Somalia. 
As another example, since 2001, U.S. forces have been involved in numerous small 
interventions in regionally disparate locations and against terrorist and insurgent 
groups with anti-U.S. agendas. There are several possible explanations for why such 
dependent clusters form. Interventions may react to a single set of underlying politi-
cal factors (the fall of the Union of Soviet Socialist Republics [USSR]) or political 
instability, or they may reflect an integrated set of policy responses to a single problem 
(September 11, 2001). Alternatively, the clusters may be driven by the dynamics of the 
interventions themselves. For example, each U.S. intervention may result in additional 
instability that demands additional interventions in the near term. Interventions may 
also trigger changes in the domestic political climate that increase the likelihood or 
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ease of second and third deployments after the first. Finally, interventions may form 
dependent clusters when one intervention requires supporting interventions to ensure 
its success.

These examples and possible mechanisms do not prove the existence of tempo-
ral dependence or provide information that might guide military planners. However, 
they do provide a significantly strong enough challenge to the assumption that mili-
tary interventions are serially independent to warrant additional investigation. The 
questions of whether and how strongly temporal dependence affects the timing of 
military interventions should be of interest to military planners because the failure 
to incorporate this relationship could result in projected force requirements that are 
too small or do not include the right types of people to meet the demands placed on 
military personnel. This gap, which emerges when force plans do not account for the 
rapid increases in demands clustered interventions create, could significantly under-
mine military readiness and performance.

In this report, I test for the existence of temporal dependence between military 
interventions and provide some sense of the size of this relationship, defining interven-
tions to include U.S. Army peacekeeping and contingency deployments between 1949 
and 2010 (above company size). The next chapter discusses the academic literature on 
the drivers and timing of U.S. military interventions, the predictors of stability and 
conflict at the international level, and the economic literature on temporal contagion of 
financial crises that also informs an understanding of temporal dependence. The third 
chapter tests for temporal dependence. It describes the data, empirical approach, and 
results of the empirical analysis, reporting significant evidence of temporal dependence 
between instances of conflict and instability and military interventions. The fourth 
chapter discusses the implications of these findings for force planning, including how 
temporal dependence will affect projected military requirements and how it can be 
incorporated into planning processes. The final chapter concludes with a discussion 
of next steps for a research agenda that will further explore the nature and extent of 
temporal dependence.
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ChApTer TwO

Defining Temporal Dependence: A Review of Existing 
Evidence

What Is Temporal Dependence?

The argument that military interventions exhibit temporal dependence suggests that 
these interventions are not independent events but are instead related in systematic 
and predictable ways over time. More specifically, temporal dependence predicts that 
the likelihood of an intervention in one year is a function of interventions in previous 
years. If this relationship is positive, the likelihood of a military deployment increases 
with the number of interventions in past periods, resulting in clusters of interventions 
over time. These clusters are not chance events but rather reflect a systematic relation-
ship between interventions in one period and in the next.1 The interventions in each 
group may overlap, but temporal dependence does not explicitly require or even predict 
this overlap, only a change in the likelihood of interventions. The size of an interven-
tion cluster and its density, or the temporal proximity of related interventions, will 
depend on strength of the temporal dependence. Very strong temporal dependence 
may have a snowball-like effect, in which the related events aggregate at an increas-
ingly fast rate. Weaker temporal dependence, however, may echo forward only one 
or two periods before petering out. Temporal dependence is also probabilistic: New 
interventions always increase the potential for an intervention cluster, but clusters will 
not always occur and will not aggregate infinitely. The likelihood or probability that 
the dependent cluster does occur is another measure of the strength of the temporal 
dependence. Strong temporal dependence may nearly guarantee the existence of a clus-
ter, while weak temporal dependence may result in a cluster only sometimes.

1 Throughout this report, when I refer to clusters, I am referring to clusters caused by temporal dependence, 
rather than any clusters that may occur by chance or randomly. I oppose this to interventions that are serially 
independent or that do not have a systematic relationship or correlation over time.
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What Does the Literature Say About Intervention Timing and 
Temporal Dependence?

Existing scholarship on the drivers of U.S. military interventions consider timing and 
conflict duration when exploring where and when the United States is most likely 
to intervene but pays limited attention to the potential for or implications of tem-
poral dependence. Literature on political instability, which is relevant to temporal 
dependence of interventions because instability and conflict create the conditions that 
demand these interventions, identifies a large number of factors that may affect the 
likelihood of political conflict and crisis. This literature offers only a limited treatment 
of regional and temporal spillover that might be associated with temporal dependence. 
Temporal dependence receives more significant discussion from other disciplines, 
including economics, and findings from other disciplines can often be generalized to 
interventions and conflict as well. This chapter discusses each of these major bodies of 
literature, points to the lack of work focused on temporal clustering of military inter-
ventions, and offers some initial explanation for why this gap may be problematic for 
an understanding of U.S. military interventions.

Interventions and Timing

A review of literature on U.S. military interventions is complicated by the many differ-
ent definitions of intervention that are used by empirical and theoretical work. While 
some work describes any military activity as an intervention, others use the deployment 
of ground forces or include ground forces and air strikes. As already noted, this report 
focuses only on the deployment of ground forces of at least company size, for which 
force planning implications are likely to be meaningful. The use of many different defi-
nitions likely explains much of the disagreement over the primary factors that explain 
when and why the U.S. intervenes in some conflicts and not others. Despite the dif-
ferences in definition, however, existing work on U.S. military interventions suggests 
three observations that are relevant to the questions of temporal dependence. First, this 
literature highlights and identifies a large number of international and domestic fac-
tors that may contribute to the U.S. decision to use military force. For example, several 
studies, particularly those focusing on Cold War–era interventions, suggest that inter-
national strategic factors, such as arms races or threats to U.S. international interests, 
along with patterns of political instability are most likely to drive intervention and 
uses of military force (James and O’Neal, 1991; Brands, 1988). Related studies sup-
port these findings, showing that U.S. military interventions are most likely in regions 
and countries that have strategic resources and areas where the United States seeks to 
expand its political or economic influence (Yoon, 1997; Pearson and Baumann, 1977; 
Klare, 1981). Competing arguments suggest, however, that domestic factors, such as 
upcoming elections, presidential discretion, economic conditions, and domestic atti-
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tudes, have the strongest effect on the likelihood of U.S. military intervention (Ostrom 
and Job, 1986; Fearon, 1994; Meernik, 1994). For example, work focused on presi-
dential discretion argues that the president’s personality and the priorities of different 
administrations play a large role in determining when and where interventions occur 
(Meernik, 1994). Arguments about the relationship between interventions, economic 
conditions, and election proximity take several forms (Yoon, 1997; Meernik, 1994). 
Some studies argue that leaders use interventions to divert attention from weak eco-
nomic conditions or other problems at home, especially close to elections. Others sug-
gest that economic prosperity encourages military activity but that leaders are hesitant 
to enter into risky military operations overseas too close to an election. The lack of con-
sensus on these points suggests that the specific context also plays a significant role in 
intervention time. Finally, there is evidence that the level of domestic support and the 
existence of an international coalition also increase the likelihood of an intervention 
(Regan, 1998; Regan and Stam, 2000; Kanter and Brooks, 1994).

Other empirical work on U.S. military interventions suggests that the decision to 
intervene can be considered as a cost-benefit analysis in which a country is most likely 
to intervene when it expects the military action to have a low cost and a high probabil-
ity of success. Factors that affect this calculation include the type of conflict and target, 
the presence of a coalition or international support, the likely duration of the conflict, 
and expectations about success (Sullivan and Koch, 2009; Regan, 1998). In general, 
the United States is more likely to become militarily involved in humanitarian crises 
than contingencies, in conflicts when there are coalition partners, and when the local 
violence is not too intense (Regan, 1998). The same cost-benefit analysis also affects 
the timing of intervention, with interventions being most likely when the intervening 
party assesses the chances of success to be greatest. Finally, there is evidence that ethnic 
and religious affinities may also increase the likelihood of intervention, although this 
factor is less relevant for the United States than for other countries with more homog-
enous ethnic identities (Kauffman, 1996). Importantly, some of the language used in 
this body of work is similar to that used in force planning documents.

The second key observation from existing work on military interventions is that 
military interventions do appear to affect the development, length, course, and inten-
sity of the conflicts in which they occur. Specifically, this work finds that, although 
diplomatic intervention sometimes reduces the duration of civil wars or is able to trun-
cate periods of instability, military and economic intervention can lengthen conflict 
duration by providing resources without which one side would likely give up or be 
defeated (Regan and Aydin, 2006; Bercovitch, 1997; Zartman, 2000; Sullivan, 2009). 
This does not mean that military intervention is always counterproductive. Interven-
tion may extend a conflict but reduce the level of violence or protect a key strate-
gic interest. However, it does suggest that interventions may have a self-feeding and 
dynamic quality. By extending the conflicts in which they get involved, they contribute 
to a demand for continued deployment. A possible inference from this finding is that 
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a given intervention feeds not only itself but also the demand for future interventions. 
Existing literature does not explicitly address this issue, however.

The final observation from a review of existing work on military interventions is 
the limited attention paid to timing more generally and the lack of research focused 
specifically and directly on the question of temporal dependence. While literature on 
the drivers of U.S. military intervention offers insight into where and why the United 
States is likely to deploy military force and into the types of domestic and interna-
tional changes that may affect deployment decisions, this research never explicitly asks 
whether military interventions are correlated over time or how recent and ongoing 
interventions affect the likelihood of future ones. Similarly, force size, deployability, 
and other logistics are not built in as constraints on intervention timing or likeli-
hood. These omissions are significant, especially for studies that include post–Cold 
War interventions, when U.S. forces are often involved in multiple, smaller, and simul-
taneous interventions. They also limit the utility of this literature for force planners, 
who are primarily concerned with questions of resourcing and readiness.

Predictors of Armed Conflict and Political Instability

Understanding the causes and distribution of political instability and conflict is rel-
evant to a study of temporal dependence because these events create demands for mili-
tary interventions. Even if the United States does not respond to every international 
conflict (or if it intervenes where no conflict has started), the timing and drivers of 
instability and crisis events will play roles in the timing of military interventions.

Literature on political instability defines characteristics of the domestic context 
and the international system that increase the likelihood and duration of instability or 
conflict and uses forecasting models to predict where and when conflict is most likely. 
These analyses rely on several rich data sets that record information on conflict start, 
duration, participants, casualties, and outcomes. Some of these data sets include the 
Uppsala Conflict Data Program (UCDP) at the Peace Research Institute Oslo (PRIO) 
database of armed conflict, the Militarized Interstate Dispute data set, and data col-
lected by the Political Instability Task Force. Empirical work on political instability 
using these data sets produces a myriad of theories and findings on what contributes 
to instability and conflict. Most of these analyses and their findings focus on a single 
type of conflict or context. Here, I will summarize some of the key drivers of instabil-
ity, conflict, and crises across contexts, focusing less on differences across conflict type 
than on the factors that might contribute to temporal dependence of instability and 
interventions.

Empirical work identifies political, economic, demographic, and geopolitical fac-
tors that may drive or affect the incidence of international conflict, crises, and insta-
bility. First, some studies focus on economic determinants of political instability and 
find that weak domestic economic conditions, as measured by gross domestic product 
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(GDP) or low levels of economic development, economic protectionism that limits free 
trade, and domestic income inequality, are associated with a higher probability of such 
events as coups, riots, protests, and intrastate conflict (Goldstone et al., 2010; Alesina 
and Perotti, 1993). Other studies suggest that dependence on natural resources and 
the presence of exploitable commodities (e.g., oil, diamonds) contribute to inter- and 
intrastate conflict onset and duration and also make states more likely to experience 
instability caused by violent nonstate groups (Collier and Hoeffler, 2002; Fearon and 
Latin, 2003; Sambanis, 2005). Studies that focus on political determinants of conflict 
suggest that conflict and instability of all kinds are more likely to involve or occur 
in authoritarian countries than in democracies (Goldstone et al., 2010). In addition, 
strong democracies are typically less likely to enter into conflicts with each other than 
with authoritarian states and are less likely than than mixed regimes to enter intrastate 
disputes (Bueno de Mesquita et al., 2003). Incidence of inter- and intrastate conflict, 
as well as internal violence driven by nonstate groups, is also associated with weak state 
governance or institutions (Goldstone et al., 2010; Huntington, 1968). Finally, demo-
graphic factors also affect the likelihood of conflict and instability. Specifically, the 
likelihoods of civil war, domestic conflict, and internal instability appear to rise with 
ethnic diversity and with population size (Goldstone et al., 2010; Collier and Hoeffler, 
2005; Sambanis, 2001).

There are also characteristics of the international system that are associated with 
conflict and instability. For example, a multipolar interstate balance of power (when 
many states are equally powerful) and world population growth have both been shown 
to increase the likelihood of instability and conflict (inter- and intrastate) systemwide 
(Goldstone et al, 2010; Siverson and Sullivan, 1983). Dyadic studies (focused on pairs 
of countries) of interstate conflict also suggest that power distribution and contiguity 
are important predictors of interstate dispute. Specifically, conflict appears especially 
likely between countries that share borders and compete over resources and between 
pairs of countries experiencing shifts in relative power (i.e., a formerly weak state rising 
past a formerly strong one) (Siverson and Sullivan, 1983).

Literature that explores the drivers of political instability and conflict consid-
ers regional spillover. As noted above, regional spillover can contribute to geographic 
concentrations of conflict in specific regions. A number of studies have documented 
evidence of regional contagion and spatial effects that make conflict more likely in 
countries with neighbors that are also experiencing conflict or instability (Buhaug and 
Gleditsch, 2008; Ward and Gleditsch, 2000). There are two primary explanations for 
observed regional spillover. First, instability or intrastate conflict in one country may 
produce or encourage instability in nearby nations, either because it leads to “copycat” 
insurrections or because it produces refugees or economic strains that induce conflict 
in neighboring countries (Buhaug and Gleditsch, 2008). An alternative explanation 
suggests that certain regions are simply more prone to conflict because of economic, 
political, or geographic features that they all share. For example, the fact that conflict 
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appears particularly likely in the Middle East may be due to historical religious griev-
ances or the presence of lucrative commodities that raise the risk of conflict region-
wide. Similarly, the fact that conflict appears especially likely in sub-Saharan Africa 
may reflect weak governance and widespread poverty throughout the region. The two 
explanations of regional spillover are not mutually exclusive and might work together 
to contribute to contagion of conflict. The explanations do have somewhat different 
implications. While the first suggests a real contagion of political conflict, the second 
simply emphasizes the importance of regional characteristics in predicting political 
instability (Buhaug and Gleditsch, 2008; Ward and Gleditsch, 2000).

Attention to temporal dependence between instances of conflict and crisis has 
been more limited. There are no empirical studies of temporal dependence between 
instances of political instability or conflicts at the international or global level. How-
ever, several studies do identify a wavelike pattern, with periods of general stability 
punctuated by concentrated periods of overlapping conflicts (Mansfeld, 1988; Pollins, 
1996). These waves may be created by temporal dependence, but they may also result 
from other factors, such as youth bulges, economic conditions, or political instabil-
ity (Urdal, 2006; Goldstone, 2002). Existing work does not attempt to separate out 
these different effects. Evidence of temporal dependence at the domestic level is more 
straightforward. For example, studies that use time-series cross-sectional data on con-
flict find significant temporal dependence in the likelihood of civil war within a single 
country (Beck, Katz, and Tucker, 1998). This type of within-country temporal depen-
dence is different from the systemwide temporal dependence that is the focus of this 
report. However, the existence of temporal dependence between conflicts within states 
at least justifies a test for temporal dependence between similar events at the interna-
tional level.

Literature on political instability provides a good taxonomy for the factors that 
affect the likelihood of political instability, crisis, and conflict and identifies factors 
that may indirectly contribute to the timing of military interventions because they 
are strong drivers of conflict and political crisis. However, its treatment of time and, 
particularly, temporal dependence remains insufficient. Specifically, existing work does 
not define the underlying mechanisms that might contribute to the observed temporal 
dependence between conflicts at the state level, provide good estimates of the size and 
strength of these temporal and regional spillover effects, or consider the implications of 
these interdependencies at the international level.

Temporal Dependence in Financial Markets

Literature focused on the spread of financial crises provides some additional insight 
into temporal dependence, despite its focus on a different type of instability from the 
one addressed in this report. This literature is especially useful given the dearth of 
in-depth attention to temporal dependence in studies of conflict. Studies of financial 
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markets and cycles find evidence of waves in which markets across sectors and across 
the international system move in the same direction, particularly when considering 
market collapse and financial crises. While some portion of these observed waves can 
be explained by economic interdependence that extends past national borders, sev-
eral studies find evidence of temporal dependence that exists even when this interde-
pendence is controlled, suggesting a more complicated relationship (Corsetti, Pericoli, 
Sbraicia, 2005; Caramazaa, Ricci, and Salgado, 2000). Other studies go a step further 
and argue not only that contagion exists but also that the degree or extent of contagion 
is predictable based on underlying characteristics of the economic system (Bae, Kar-
olyi, and Stulz, 2003).

Economic literature also defines several mechanisms to explain the temporal 
dependence of financial crises that may be relevant to questions asked in this report. 
This work identifies the structure of economic institutions, political leadership, and 
individual behavior and expectations as key drivers of temporal contagion in the finan-
cial sector (Allen and Gale, 2000; Kodres and Pritsker, 2002; Huang and Xu, 2000). 
Some studies are even able to quantify the contributions of specific mechanisms to 
performance. Applied to international conflict and military interventions, this litera-
ture suggests that temporal dependence between interventions may be simultaneously 
driven by many different mechanisms but may ultimately be explained by some combi-
nation of domestic and international political, economic, and strategic characteristics. 
The literature also suggests that it should be possible to place some quantitative bounds, 
if not on the mechanisms themselves, at least on the size of any temporal correlation.

Summary

Existing work on military interventions and political instability identifies a large 
number of political, economic, social, and demographic characteristics that contribute 
to each type of event but pays considerably less attention to either timing or temporal 
dependence. Political and military leaders and analysts, as well as scholars of conflict, 
can use existing literature to identify the contexts in which instability or military inter-
ventions are likely. However, existing literature does not provide military planners with 
good or guiding information on the potential existence, size, or implications of tempo-
ral correlations between military interventions. Instead, like force planning processes, 
existing scholarship relies on the untested assumption that these events are indepen-
dent and can be modeled and considered without direct attention to past interventions. 
The discussion above challenges this assumption and suggests instead that there are 
many reasons to expect that not only military interventions but also political instability 
and conflict are likely to exhibit temporal correlation that leads to clustering in both 
types of events. The next chapter of this report will offer some empirical assessment of 
these hypotheses.
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ChApTer Three

Testing for Temporal Dependence

Methodology

Tests for temporal dependence between military deployments look for relationships 
between deployments over time. If temporal dependence exists, the likelihood of an 
intervention in any one period should depend on the number of interventions in previ-
ous periods, even once underlying instability, conflict, and relevant political and eco-
nomic factors are controlled. In this chapter, I test for temporal dependence using a set 
of 66 U.S. Army “interventions” over the period 1949 to 2010 and a carefully chosen 
set of control variables.

Although it can be defined in many ways, for the purpose of this report, I define 
interventions to include company-size or larger Army deployments for contingency and 
peacekeeping (or peace-enforcement) operations. I exclude air strikes, airlift, humani-
tarian operations, noncombatant evacuation and repatriation operations that involve 
primarily sea or air forces, and small deployments of U.S. military personnel to advise 
or train another country’s military personnel. These activities are often politically moti-
vated and may even show clustering patterns of their own. However, I have chosen to 
exclude them here because what I am most interested in are clustered demands that 
place significant strain on U.S. Army ground troops and that are most relevant to 
force planners as a result. I set the force size threshold at the company level to exclude 
deployments that are so small as to place minimal demands on military forces. Even 
when they occur in clusters, these deployments may not be substantively meaning-
ful. In some cases, data on the numbers of troops involved in small-scale military 
deployments are not readily available. In these instances, I use secondary sources, other 
databases, and military almanacs to make the best possible assessment of whether the 
operation should be included. One goal of future work will be to refine these estimates 
and, if necessary, the set of interventions included. I used the independent review of my 
database by two colleagues to validate my coding. It is worth noting that the results are 
largely robust to small changes in the set of interventions included and are consistent 
across specifications.

To test the hypotheses outlined in the previous chapter, I conducted two sets of 
regressions. The first set tested for the temporal dependence of political conflict at the 
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international level, combining instances of inter- and intrastate conflict, and attempted 
to identify other important predictors of these events. The results of these regressions 
are important because the underlying distribution and drivers of conflict may also 
influence the timing of interventions that respond to them. The second set of regres-
sions tested for the temporal dependence of interventions, controlling for the domestic 
political and economic factors, the international geopolitical factors, and the level of 
conflict. This approach allowed me to assess the existence of temporal dependence and 
also offered some insight into the drivers of any temporal relationship that exists. I 
considered using a formal two-stage model but found this to be unnecessary because, 
as will be described below, the likelihood of U.S. interventions does not appear to be 
strongly associated with either ongoing or new conflicts in any given year. Instead, U.S. 
interventions appear to be more closely associated with characteristics of the overarch-
ing geopolitical regime, as well as domestic economic and political factors.

I used both ordinary least squares (OLS) regressions and Poisson models to test 
for temporal dependence of interventions and conflict. The key dependent variable is 
a yearly event count, of new conflicts or new interventions, depending on the model.1 
Each intervention or instance of conflict was counted only once, the year in which it 
began. For example, an intervention that began in 1995 was counted as one new inter-
vention in that specific year (yearly data) but not in subsequent years. Although using 
data at the monthly level (the level at which it was initially collected) might provide 
a more nuanced and sensitive test for temporal relationships, yearly models are useful 
because they aggregate and smooth data in a way that makes evidence of temporal 
dependence and dependent clustering easy to observe and understand. The nature of 
deployments makes it difficult to observe and effectively measure temporal dependence 
at the monthly level. The activation for a deployment may begin well before the deploy-
ment start date, and deactivation may also occur over an extended period, making it 
difficult to precisely capture the timing of an intervention when using monthly data. 
The other advantage of the yearly models is the breadth of control variables that I could 
test in the analysis, many of which are not collected at the monthly level. For these 
reasons, the monthly models are less useful in presenting a complete picture of how the 
frequency of past interventions affects the likelihood of new interventions and inter-
vention clusters. For the sake of completeness, I did test monthly intervention models. 
I found these results to be substantively consistent with the yearly models but also more 

1 Regression analysis is a statistical technique used to estimate the relationship between a dependent variable 
and potential predictors, or independent variables. Regressions are valuable for multivariate analysis because they 
estimate relationships between only two variables, holding other factors constant. The OLS regression is appro-
priate when the dependent variable is normally distributed and provides estimates for the size and significance of 
relationships between variables using a linear approximation. Poisson regressions are most often used to model 
event counts. Rather than assuming equal variance across the entire distribution, as is the case for a linear regres-
sion, the Poisson model assumes that the data follow a Poisson distribution and that the variance is equal to the 
mean of the distribution.
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sensitive to changes in specification. Next steps in this research effort will be to rein-
vestigate how monthly data might be used more effectively to produce a more sensitive 
picture of temporal dependence.2

Both OLS regressions and Poisson models are used to assess the strength of any 
dependent clustering and the other political or economic factors that may explain or 
drive this clustering. While linear models can be used to model event count data, this 
approach assumes equal variance over the entire period. Imposing a linear model on 
a distribution with unequal variance could produce results that suggest the existence 
of dependent clustering where none exists. Essentially, this spurious clustering would 
reflect not temporal dependence between interventions but the effects of unequal vari-
ance in the distribution of interventions over time. The presentation of the results dis-
cusses both types of models, differences between them, and why Poisson models are 
likely more appropriate in both cases. Interpretation of Poisson models can be more 
complicated than linear ones. I interpreted the results as incidence ratios, which report 
how much more the estimated incidence rate or how much more likely an “event” will 
be following a one unit change in any independent variable.

In addition to the standard yearly models that capture temporal correlation with a 
lagged dependence variable, I also employed autoregressive integrated moving average 
(ARIMA) models to test for autocorrelation of the residuals, which is another mea-
sure of temporal dependence. ARIMA models are used specifically with time-series 
data sets and are designed to capture correlations over time. If there is a relationship 
between the specified dependent variable in a given period and the previous period, 
the ARIMA model will estimate the size of this correlation using the correlation of the 
regression’s residuals, or unexplained variation. If models are appropriately specified, 
the results derived from the ARIMA models and the yearly regressions with lagged 
terms should be largely similar.3

Data and Operationalization

I specified separate models for interventions and instability. This section describes the 
data and controls included in the analysis.

Interventions

The intervention data set includes 66 interventions between 1949 and 2010. It com-
bines interventions reported in several different existing data sets (including Regan, 

2 Monthly regression results are available on request.
3 I used the ARIMA function in Stata for this piece of the analysis. The function fits a model in which distur-
bances are allowed to follow a linear autoregressive specification. I fit an AR1 model, which means I included only 
one autoregressive lag (denoted AR in result tables) but retained the original dependent variable and include no 
moving average component.
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1998, and Sullivan and Koch, 2009) with those cited in Congressional Research Ser-
vice reports that summarize War Powers Resolution reports made by the President 
since the 1970s (Grimmett, 2002; Grimmett, 2010). To ensure that my set of interven-
tions was comprehensive, I consulted additional reports produced by the Center for 
Defense Information (Berry et al., 2001; Marte and Wheeler, 2007). To compile my 
final data set of U.S. military interventions, I merged and reconciled these different 
lists, addressed discrepancies, and recorded conflict start and end dates and conflict 
type, distinguishing between contingency operations (including counterinsurgency) 
and peacekeeping interventions. Figure 3.1 shows the number of military interven-
tions each year included in the data set. Each intervention is counted only in its year 
of onset. Several observations are worth noting. First, the frequency and number of 
interventions is greatest in the period between 1988 and 2004. There are several expla-
nations for this trend, including the end of the Cold War and the fall of the Soviet 
Union, which made the risk of intervention somewhat lower; the related rise of the 
United States as the world’s major superpower; and, starting after 2001, U.S. opera-
tions against al-Qaeda and other terrorist organizations, in Iraq, Afghanistan, and else-
where. Lower rates of intervention over the 1960s and 1970s may reflect the drain on 
resources created by the Vietnam War and a period of détente with the Soviet Union 
and rapprochement with China, relationships that significantly suppressed the desire 
of all three countries for involvement in proxy wars. A second important observation is 
the drop in new interventions after 2004. This likely reflects the effects of the signifi-
cant demands on U.S. military personnel and resources created by the wars in Iraq and 
Afghanistan. Finally, presidential discretion may be another important consideration. 

Figure 3.1
Interventions, by Year of Onset
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Presidents George W. Bush and William J. Clinton are often viewed as having been 
more “intervention minded” than others.

As noted above, the independent variable in all specifications is the number of 
new interventions in a given year. To measure the existence and strength of temporal 
dependence, I used the number of interventions in the prior year, called the lag, as an 
explanatory variable. I considered one-, two-, and three-period lags (the number of 
interventions one, two, and three years prior) to assess the duration of any temporal 
correlation.

Previous work on the timing of military interventions suggests a number of other 
control variables that can affect when interventions occur and that may drive or explain 
apparent clustering. For instance, the collapse of the Soviet Union was one event that sig-
nificantly altered the likelihood of interventions because, as suggested above, it affected 
the international distribution of power, the challenges and constraints the United States 
faced, and the geopolitical regime. Figure 3.1 confirms that the number of interventions 
per year does increase markedly starting in 1988, several years after Gorbachev became 
head of the Communist Party (1985) and after the Geneva (1985), Reykjavik (1986), and  
Washington (1987) summits signaled a substantial thaw in superpower relations.4 
Looking at the empirical data, Figure 3.1 suggests that the clearest shift in U.S. inter-
vention behavior occurred between 1987 and 1988.5

In addition to a control for the Cold War, there are several other political and 
economic variables that past work has used to explain intervention timing. First, I 
considered two economic controls, annual change in U.S. unemployment and annual 
U.S. GDP growth. These variables address the competing arguments in existing lit-
erature on the effect of the economy on the likelihood of intervention. In both cases, 
I included the lagged form of the variable because, when the decision to intervene is 
made, decisionmakers can act only on available information, in this case the previous 
year’s economic data (and possibly projections about the current year). Second, to cap-
ture the effect of presidential popularity (and associated political discretion), I included 
the lagged change in the president’s average annual approval rating, essentially whether 
the president’s approval rating was trending upward or downward in the previous year. 
I chose this measure over other possible measures of presidential popularity because 
it is one that presidents may be especially sensitive to and one that can be compared 

4 However, inserting a Cold War control into the statistical model of intervention timing is complicated by the 
fact that there is disagreement over when the Cold War actually “ended.” Although the United States and the 
Soviet Union did not formally recognize the end of the Cold War until the Malta Summit in December 1989, the 
geopolitical regime had clearly already begun to shift before that meeting.
5 To be conservative and because, as will be shown in detail later, the results are somewhat sensitive to the way 
this control is specified, I considered specifications using 1987, 1988, and 1989 as the “end” of the Cold War. This 
approach assumes that the geopolitical regime was shifting during this period. I also examined other possible end 
dates, for example 1985, 1986, 1990, and 1991. These results did not vary significantly, however, from the 1987 
(1985, 1986) and 1989 (1990, 1991) results that I include, so I will not discuss them directly.
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across different presidential administrations more easily. These controls address argu-
ments about the risks and rewards of military deployments for political figures facing 
reelection.

I included the lagged annual change in the U.S. Composite Indicator of National 
Capability (CINC) score, a measure of U.S. power or capabilities from the Corre-
lates of War database, as a potential predictor of military interventions because both 
the international distribution of power and the position of the United States in the 
international system are likely to affect willingness to intervene.6 The CINC score is 
a relatively crude measure of U.S. power and one that trends down over time. How-
ever, I chose to use this measure to be consistent with previous work and to establish 
a baseline that could be refined in further research. One goal for future work might 
be to develop a better measure of U.S. capabilities. I used the lagged change in CINC 
score to partially account for the fact that the CINC score trends downward over 
time, making the raw index score a proxy for time rather than a measure of the level 
or change in U.S. power. Finally, I included a control for the overall level of interna-
tional conflict using the lagged cumulative number of ongoing conflicts in each year 
according to the UCDP-PRIO Armed Conflict data set, which includes all instances of 
armed conflict, inter- and intrastate, between 1946 and 2010. This data set is described 
in more detail below.

Almost as important as what I have included as controls is what I have intention-
ally excluded. First, unlike other models of intervention timing, I do not have sepa-
rate controls for ongoing interventions or specific controls for Vietnam, Korea, or the 
Gulf War, which some past work has argued affected the likelihood of new interven-
tions. I did not include these variables because they are too closely associated with the 
most important dependent variable, the lagged intervention term. Because I was most 
interested in assessing the existence of temporal clustering, I could not also include 
additional controls for these specific conflicts. Second, I did not control for specific 
events that a qualitative reading might suggest influenced decisionmaking about inter-
ventions. This choice prevented overspecification of the model, which could have led 
to spurious or misleading results, especially since the data set itself is already relatively 
small.

In part to deal with some of these same concerns about overspecification and 
additional concerns about multicollinearity, my approach to specifying intervention 
models was intentionally parsimonious. I began with simple specifications that consid-
ered only the effect of the lagged dependent variable and then compared more-complex 
models to these simple ones to understand clearly how the geopolitical regime, global 
conflict, and domestic political and economic conditions affect any observed temporal 

6 The National Material Capabilities Data Documentation codebook provides details on how the CINC is con-
structed. Most basically, it includes six indicators: military expenditure, military personnel, energy consumption, 
iron and steel production, urban population, and total population. See Correlates of War Project, 2010, and 
Singer, Bremer, and Stuckey, 1972.
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dependence. The close relationship between certain controls and the end of the Cold 
War, specifically conflict and the CINC score, is another issue that I considered and 
tried to disentangle in the analysis and results.

Armed Conflict

Models of political conflict use the UCDP-PRIO’s most recent armed conflict data 
set, which was updated in April 2012. This data set includes all instances of conflict, 
including inter- and intrastate. From 1946 to 2011, a total of 212 new armed conflicts 
were initiated, which are defined as “a contested incompatibility that concerns gov-
ernment and/or territory where the use of armed force between two parties, of which 
at least one is the government of a state, results in at least 25 battle-related deaths” 
(Uppsala University, Department of Peace and Conflict Resolution, 2011, p. 1; see also 
Gleditsch et al., 2002). I used these data to define two variables: a count of new con-
flicts started in each year and a count of total ongoing conflicts. As above, each con-
flict was counted only once, in the year it began. I combined intrastate and interstate 
war for the analyses presented here, despite the fact that most empirical work considers 
one or the other of these two, because what I was most interested in is whether there is 
any temporal correlation in conflict at an international, systemic level, irrespective of 
whether that conflict is inter- or intrastate.

Figure 3.2 shows the number of new armed conflicts initiated over the period 
covered by the intervention data set, while Figure 3.3 shows the pattern in total ongo-
ing conflicts. There is some evidence of a wavelike pattern that would be consistent 
with a clustering hypothesis, but significant variation from year to year weakens the 

Figure 3.2
Armed Conflict, Onset
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clarity of this pattern and makes it difficult to locate specific peaks, valleys, or clus-
ters. Some general observations are still possible. First, conflict appears more likely in 
the 1960s, early 1970s, and 1990s than in other decades. Second, as in Figure 3.1, the 
number of conflicts rises significantly around the end of the Cold War, starting in 1989 
after a short lull in the mid-1980s. This may be important when considering appropri-
ate control variables and the cutoff date for any Cold War control, as discussed above.

An interesting empirical question may be whether the increase in conflict inci-
dence occurred before, after, or at the same time as the change in U.S. intervention 
behavior. If the increase in conflict incidence occurred before the change in interven-
tions, the increase in U.S. intervention rate may reflect a U.S. response to a change in 
the behavior of other states following the weakening of the Soviet Union. If the increase 
in conflicts occurred after the increase in U.S. interventions, it may be the change in 
U.S. behavior that is driving the rise in conflict incidence, either because interventions 
encourage conflict or because changes in U.S. behavior signal to smaller states a shift in 
the geopolitical regime. If the number of conflicts and interventions occurred together, 
both may be most strongly affected by external geopolitical changes.

Figure 3.3 shows a gradual increase in the number of ongoing conflicts from 1949 
to 1991, with small dips in the mid-1970s, late 1980s, and mid-2000s. There is a longer, 
more gradual decline until 2004, when the total number of ongoing conflicts appears 
to increase once again. The wavelike pattern of conflict is easier to see in this ongo-
ing conflict graph, but it is still difficult to determine whether or not there is temporal 
dependence in political conflict.

Figure 3.3
Armed Conflict, Cumulative
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The specification of the armed conflict models is similar to that for the interven-
tion models. The tests for temporal dependence between interventions use the number 
of new armed conflicts in each year as the key predictor and the lagged number of 
armed conflicts in the prior year as the primary predictor. Relevant controls in this 
case will be somewhat different, but will still include a control for changes in the geo-
political regime, or the end of the Cold War. Figure 3.2 shows that, for conflicts, the 
clear shift in state behavior occurs in 1989, with a sharp increase in the number of new 
conflicts, following a lull in 1988. However, because the distribution of armed conflict 
appears to vary not only across the Cold War divide but also across decades, it is also 
necessary to explore the use of several decade controls. For example, as noted above, 
conflict appears more likely in the 1960s and 1990s but somewhat less likely in the 
2000s. To explore this observation empirically, I also used specifications that control 
for each individual decade.

I used the key findings of past work on armed conflict, including the literature 
described in Chapter Two, to guide my selection of other relevant controls, again 
taking a parsimonious approach, limiting the inclusion of variables that may lead to 
overspecification and paying attention to concerns about multicollinearity between 
the Cold War control and other predictors that may be closely associated with this 
shift in geopolitical regime or with time more generally. The discussion in Chapter 
Two identified a number of relevant factors, including economic conditions, commod-
ity dependence, population growth, regime type, and distribution of power. Many of 
these variables will be closely associated with the end of the Cold War or with a given 
period, including population growth, the CINC score, and the number of democra-
cies, forcing caution in their inclusion and interpretation. While the first two vari-
ables fell consistently over the period under consideration, the number of democracies 
rose rapdily after 1988. I addressed this by comparing alternate specifications and by 
using first-differenced variables that consider the rate of change over time rather than 
the absolute level of a given variable. To measure distribution of power, I included 
the change in U.S. capabilities relative to other major powers (the CINC score). I 
also included a measure of world population growth (percentage growth over the past 
year).7 I used the Polity IV database to develop a raw count of number of democra-
cies in the international system in each year under consideration. Finally, I used two 
measures of global economic health. The first measures change in global GDP (taken 
from the International Monetary Fund’s World Economic Outlook Database), and the 
second measures the change in total trade exports (from the United Nations’ Interna-
tional Trade and Merchandise Statistics Data). These variables can be used to assess 
arguments about the effects of interdependence and economic prosperity on conflict. 

7 Because the dependent variable is total instances of conflict or instability at an international level, using world 
population growth is more appropriate than using country-specific measures of population size, growth, or den-
sity. If I were trying to explain variation in conflict rates across nations, these country-specific indicators would 
be the more appropriate control variables.
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Each of the above variables, population growth, global economic changes, and the 
number of democracies, are included as lagged variables using the same logic as in the 
intervention models. Specifically, conflicts in a given year react to economic and geo-
political characteristics that prevailed over previous periods.

Finally, I experimented with including a control for the lagged number of U.S. 
military interventions. Including this variable along with the lagged number of con-
flicts raises some concerns, since it may essentially control twice for new instances of 
conflict that also trigger interventions. I tested these specifications to provide some 
insight into possible relationships and interpreted the results with caution.

As for the intervention models, I took a parsimonious approach to specification, 
starting with simple models that included only the dependent variable and its lag, then 
added the control for the Cold War, and then built more complex models with all rel-
evant variables, addressing multicollinearity concerns along the way.

Results

This section describes the results of the empirical analysis, presented in Tables 3.1 
through 3.10. A few notes on interpretation of the regression tables will facilitate a 
reader’s understanding of the results.8 In most cases, the primary indicator of tempo-
ral dependence is the lagged dependent variable, listed first in each regression table. 
It reports the size and strength of the relationship between instances of instability or 
military inventions in a given period and the period immediately preceding it. For 
the linear models, interpretation is relatively straightforward. A one-unit increase in 
any dependent variable is associated with a change in the independent variable equal 
to the regression coefficient. For example, in an intervention model, if the coefficient 
on the lagged intervention variable is “1,” one additional intervention in one period 
is associated with an increase of one intervention in the next. Temporal dependence 
exists when this term is statistically significant. In the ARIMA specifications, also 
included in the presentation of the results, the autoregressive (AR) component listed at 
the bottom of the table identifies the size and significance of any temporal dependence. 
The interpretation of the AR term is the same as just described for the lagged term. If 
the coefficient on the AR component is “1,” one additional intervention in one period 
is associated with one additional intervention in the next.

Interpretation of the other variables included in the tables is similar. The coeffi-
cients report the size of the relationship between that control and the dependent vari-

8 The tables report regression coefficients, with standard errors in parentheses. The asterisks are used to indi-
cate statistical significance based on the t-statistic, with more asterisks suggesting a greater level of confidence in 
the results. Following convention, one asterisk suggests significance at the 0.1 level (90 percent confidence), two 
asterisks the 0.05 level (95 percent confidence), and three the 0.01 level (99 percent confidence). The caret indi-
cates the 0.15 level (85 percent confidence).
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able, and the asterisks report statistical significance. For variables that can take only 
the values “0” and “1” (which is the case for most of the period and event controls), the 
regression coefficient reports the change in the dependent variable associated with the 
change in the control from “0” or “not true” to “1” or “true.”

Interpretation of the Poisson regressions will be somewhat different. In this case, 
I have interpreted the results as incidence ratios, so the results in the tables report for 
each variable the likely change in the estimated rate of incidence of the dependent vari-
able, either a new intervention or new armed conflict, following a one-unit increase 
in the dependent variable. For example, if the coefficient on the lagged intervention 
term in a Poisson model is 1.2, one additional intervention in one year increases the 
expected incidence of intervention in the next period by a factor of 1.2. This means 
that the risk of additional conflicts increases by about 20 percent over the base rate 
with an additional intervention in the first period. For other variables, the interpre-
tation is again the same. The coefficient on the Cold War variable, for example, will 
report how much more or less likely conflicts are after the Cold War ends than while 
it is ongoing. If this coefficient were 0.5, the expected incidence of interventions in the 

Table 3.1
Poisson Models, Incidence Ratios, Temporal Clustering of Conflicts, Models 1–5.1

Model

1 2 3 4 5 5.1

Lagged conflict 1.1**
(0.04)

1.1**
(0.04)

1.1**
(0.04)

1.1***
(0.04)

1.04
(0.04)

1.04
(0.04)

Cold war 1987 1.2
(0.2)

Cold war 1988 1.13
(0.2)

Cold war 1989 1.24
(0.23)

1960s 1.56**
(0.35)

1.37*
(0.23)

1970s 1.31
(0.35)

1980s 1.07
(0.29)

1990s 1.47
(0.4)

1.3
(0.3)

2000s 0.50***
(0.12)

0.48***
(0.1)

wald χ2 7.1 7.6 7.2 9.6 44.8 44.4

n 61 61 61 61 61 61

nOTe: Standard errors in parentheses; * p < 0.10, ** p < 0.05, *** p < 0.01.
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Table 3.2
Poisson Models, Incidence Ratios, Temporal Clustering of Conflicts, Models 6–16

Model

6 7 8 9 10 11 12 13 14 15 16

Lagged conflict 1.1**
(0.04)

1.01
(0.04)

1.1*
(0.14)

1.03**
(0.04)

1.1***
(0.04)

1.03
(0.04)

1.1***
(0.04)

1.04
(0.04)

1.1***
(0.04)

1.03
(0.04)

1.05
(0.04)

1960s 1.5**
(0.26)

1.18
(0.25)

1.5**
(0.27)

1.4**
(0.24)

1.36*
(0.23)

1990s 3.5***
(1.3)

1.66*
(0.5)

1.33
(0.33)

1.23***
(0.3)

1.01
(0.33)

2000s 1.78
(0.9)

0.65
(0.23)

0.46***
(.09)

0.42
(1)

0.35***
(0.1)

Lagged number of 
democracies

0.99**
(0.002)

0.98
(0.1)

0.99*
(0.01)

Lagged change, global 
exports

1.01
(0.01)

1.01*
(0.01)

1.01*
(0.01)

Lagged change, global GDp 1.0
(0.06)

0.95
(0.05)

Lagged change, CInC 1.75
(2.7)

0.31
(0.52)

0.22
(0.39)

Lagged world population 
growth rate

1.9***
(0.45)

1.97
(0.96)

1.8^
(0.7)

Lagged U.S. interventions 1.02
(0.06)

1.16^
(0.12)

1.26***
(0.1)

wald χ2 14.8 59.1 25.9 46.4 11.5 49.6 7.8 44.6 7.13 62.03 38.9

n 61 61 61 61 61 61 61 61 61 61 61

nOTe: Standard errors in parentheses; * p < 0.10, ** p < 0.05, *** p < 0.01, ^ p < 0.15.
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Cold War period would be 0.5 times that of the post–Cold War period, or about one-
half as likely, holding all else constant.

What Drives Armed Conflict?

The results of the models of armed conflict show little evidence of temporal depen-
dence between instances of armed conflict once the effects of variation in period and 
the geopolitical regime are properly controlled. Across specifications, the most impor-
tant predictors of conflict incidence are controls for specific decades with high and 
lower levels of conflict, suggesting that conflict may occur in wavelike patterns based 
on geopolitical context rather than small, contained clusters. Such variables as the 
number of democracies, relative U.S. power, economic growth and trade flows, and 
U.S. military interventions are relevant to conflict timing but have weaker explanatory 
power and offer somewhat less insight into clustering. The relevance of these variables 
to patterns of conflict may be best understood through the filter of period or as a set of 
geopolitical factors that characterize specific periods that explain why conflict is more 
likely at certain points than others.

The simplest Poisson model in Table 3.1, model 1, shows the temporal dependence 
in armed conflict considering only the number of new conflicts, with no controls. The 
incidence ratio of 1.1 is statistically significant but substantively small (the likelihood 
of a conflict increases only 10 percent). A comparison between this model and the same 
model using a linear regression, shown in model 1a in Table 3.3, illustrates a significant 
difference between the two. The simple linear model shows a coefficient of 0.37 on the 
lagged term, suggesting that an addition of three conflicts (above the mean or expected 
value) in one year would lead to one additional conflict in the next. The difference 
between the two specifications suggests that variances are not equal across the armed 
conflict distribution and that the clustering picked up by linear models may be due 
primarily to this unequal variance. Since the Poisson model is likely more appropriate 
for the event count data, I will focus on Poisson models going forward but will briefly 
cover linear specifications toward the end of the section.

The next set of specifications, models 2, 3, and 4 in Table 3.1, compares the results 
of the three different Cold War controls, using 1987, 1988, and 1989 as the “end years,” 
respectively. The results are largely similar to each other. In each case, the inclusion of 
the period control has almost no effect on the lagged intervention term and is not sta-
tistically significant. This would suggest that the change in the geopolitical regime at 
the end of the Cold War had little effect on the rate of conflict overall or on any clus-
tering of conflict that occurred. However, a closer look at the decade-specific controls 
reveals that geopolitical regime and time period are, in fact, important to explaining 
the timing and distribution of conflict. Specifically, controlling for each decade sepa-
rately (model 5, Table 3.1) confirms that conflict is significantly less likely in the 2000s 
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than during any other period (by a factor of 0.5) and more likely in the 1960s (by factor 
of 1.6). The 1990s control also has an incidence rate greater than one (1.47), suggesting 
a higher rate of conflict, although it falls short of statistical significance. The controls 
for the 1970s and 1980s are further from statistical significance, and the 1950s control 
is omitted as the referent group. Including these controls reduces the size and elimi-
nates the significance of the lagged conflict term. These results suggest that the cluster-
ing observed in the initial specifications may be driven by the existence of decades in 
which conflict is significantly more or less likely than at other points. These periods of 
high and low conflict likelihood may reflect shifts in the geopolitical regime (as may be 
the case in the 1990s) or by specific events (such as 9/11 and subsequent U.S. military 
operations). Because of these results, I used the decade controls in the remainder of 
the conflict models but include only the two controls that were significant (2000s and 
1960s) and the one that was on the borderline of statistical significance (1990s). This 
choice reduces concerns about overspecification, especially in models that include addi-
tional covariates. Model 5.1 in Table 3.1 confirms the similarity of the results using 
only these three decade controls.

Tests of other controls confirm the relevance of the decade controls to the timing 
of conflict and explanations of any observed clustering and offer insight into other pos-
sible determinants of conflict timing and likelihood. Diagnostic tests suggested that 
the democracy variable, CINC score, and change in world population are highly cor-
related with the decade controls. As a result, including all variables in the same model 
may cause multicollinearity problems and misleading results. To address this concern, 
I considered control variables both on their own and as part of more-complex models.

 The count of democracies and world population growth (both included using 
a one-period lag) are statistically significant when they are the only variables in the 
model but lose this significance once decade controls are added. The independent effect 
of number of democracies (model 6, Table  3.2) is negative but substantively small, 
while that of population growth is somewhat larger, with an incidence ratio of 1.9 
(model 8). This suggests that a one-percentage-point increase in population growth rate 
will increase the incidence of conflict in the next year by a factor of 1.9. Neither vari-
able affects the size or significance of the lagged conflict term, suggesting that neither 
can explain clustering. In both cases, however, once decade controls are added, the sig-
nificance of numbers of democracies and world population growth disappears (models 
6 and 7, Table 3.2). Also interesting is the fact that the inclusion of the democracy 
and population controls affects the size and significance of the decade controls. This 
is indicative of the close correlation between decade and both number of democracies 
and population growth. To the extent that population growth and number of democ-
racies affect the rate of conflict, they matter through the filter of time.

Next, I consider the two economic variables, lagged change in global GDP and 
lagged change in global trade flows. Concerns about correlation between change in 
global GDP and change in trade are lower than for population and democracy vari-
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ables. This is especially true of changes in trade flows. A model that includes the decade 
controls and both economic indicators, model 11 in Table 3.2, finds that the lagged 
change in exports is positive and significant but that its effect is substantively small. 
The change in GDP variable is not significant, but its direction suggests that as global 
GDP rises, the incidence of conflict falls. The inclusion of the economic controls also 
shrinks the size and significance of the lagged conflict term, implying that overall 
global economic prosperity may be another factor, in addition to the geopolitical 
regime, that explains the small amount of clustering observed in the first specification. 
Neither economic control is significant on its own in models without decade controls 
(model 9, Table 3.2). This suggests that even the effects of economic variables may be 
best interpreted as functions of period, in this case, decade.

The final relevant indicators are those associated with U.S. power and influence, 
the lagged annual change in CINC score and new interventions. I used the change in 
CINC index to address the fact that this variable declines slowly and consistently over 
time and so serves as a proxy for year, rather than the relative level of U.S. strength. The 
change in CINC score variable is never significant, regardless of whether it is included 
alone or with the period controls (models 12 and 13, Table 3.2). The control for U.S. 
interventions is worth interpreting with some caution since it may be that there is a 
close association between interventions and instances of armed conflict, as well as one 
between interventions and time. Although this control is not significant included on 
its own or without decade controls (models 14 and 15, Table 3.2), it approaches sig-
nificance in the model that includes decade controls and is in the positive direction, 
implying that an increased number of U.S. military interventions in one period may 
be associated with additional risk of conflicts in the next. Once again, the empirical 
results are clearly sensitive to specification. This sensitivity appears to reflect strong cor-
relations between predictor variables and the importance of the overarching geopoliti-
cal circumstances as an important predictor of conflict.

The final Poisson specification includes all tested controls except the decade con-
trols. Since several controls—democracy, world population growth, CINC score—are 
correlated with time, including all together may provide a partial replacement for the 
decade controls themselves and provide additional insight into how these covariates 
independently affect conflict timing. Model 16 in Table 3.2 suggests several interest-
ing results. First, the lagged intervention term is positive and significant. An increase 
of one additional intervention in the past period increases the estimated incidence rate 
of conflicts in the next by about 1.26. Both the number of democracies and the per-
centage change in trade exports are also statistically significant, but the effects of both 
are substantively small. The world population growth term and CINC score fall short 
of statistical significance. Finally, the inclusion of this set of variables eliminates the 
significance and reduces the size of the lagged conflict term and, therefore, the cluster-
ing effect. To the extent that dependent clusters of conflict exist, they can be explained 
by underlying characteristics, such as the number and types of states, economic cir-
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cumstances, and geopolitical considerations, including U.S. interventions in this case. 
These characteristics vary over time, specifically across decades for instances of armed 
conflict.

Testing for Robustness: Linear and ARIMA Specifications

To explore the robustness of these results, I compared them to selected linear specifica-
tions. Tables 3.3 and 3.4 report the results from the linear model versions of selected 
Poisson specifications. The substantive implications and patterns of significance are 
similar. Models 2a, 3a, and 4a test the three versions of the Cold War control. None is 
significant, and evidence of dependent clusters of conflict remains. As noted already, 
the size of the clustering coefficient in the linear specifications implies a larger effect 
than the Poisson models. In this case, each additional conflict in the past increases 
the expected number of conflicts in the future by about 0.37. In substantive terms, 
an increase of about three conflicts in one period would be likely to increase conflicts 
in the next period by one. However, also as noted above, the linear models may be 

Table 3.3
Linear Models, Temporal Clustering of Conflicts, Models 1a–5.1a

Model

1a 2a 3a 4a 5a 5.1a

Lagged conflict 0.37**
(0.16)

0.36**
(0.04)

0.37**
(0.17)

0.37**
(0.17)

0.14
(0.18)

0.16
(0.17)

Cold war 1987 0.49
(0.6)

Cold war 1988 0.3
(0.6)

Cold war 1989 0.64
(0.59)

1960s 1.6**
(0.83)

1.24*
(0.72)

1970s 0.9
(0.97)

1980s 0.21
(0.89)

1990s 1.4
(1.1)

1.0
(0.99)

2000s –1.33*
(0.72)

–1.68***
(0.5)

Constant 2.09***
(0.52)

1.83***
(0.57)

1.92***
(0.6)

1.7***
(0.51)

2.4***
(0.84)

2.8***
(0.62)

F-statistic 5.5 3.3 3 4.38 8.76 13.57

n 61 61 61 61 61 61

nOTe: Standard errors in parentheses; * p < 0.10, ** p < 0.05, *** p < 0.01.
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Table 3.4
Linear Models, Temporal Clustering of Conflicts, Models 6a–14a

Model

6a 7a 8a 9a 10a 11a 12a 13a 14a

Lagged conflict 0.32*
(0.17)

0.06
(0.04)

0.28*
(0.18)

0.11
(0.17)

0.38**
(0.15)

0.13
(0.17)

0.37**
(0.16)

0.12
(0.18)

0.2
(0.19)

1960s 1.6**
(0.71)

0.75
(0.84)

1.7**
(0.72)

1.23*
(0.73)

1990s 5.4***
(2)

1.9
(1.2)

1.02
(1.1)

0.35
(1.3)

2000s 4.29*
(2.4)

–0.31
(1.04)

–1.63***
(0.5)

–2.25***
(0.73)

Lagged number of democracies –0.02**
(0.008)

–0.09***
(0.03)

–0.02
(0.02)

Lagged change, global exports 0.04
(0.04)

0.05
(0.4)

0.02
(0.03)

Lagged change, global GDp –0.02
(0.24)

 –0.21
(0.24)

Lagged change, CInC 0.22
(0.39)

Lagged world population growth 
rate

2.1***
(0.8)

2.5^
(1.7)

2.0
(1.5)

Lagged U.S. interventions 0.1
(0.2)

0.4
(0.29)

0.63***
(0.23)

Constant 3.5***
(0.9)

7.2***
(1.7)

–0.97
(0.99)

–1.4
(1.23)

1.8**
(0.8)

3.1***
(0.99)

2.0
(0.6)

2.7
(0.62)

–0.34***
(3)

F-statistic 7.7 13.35 8.1 10.4 3.61 44.6 7.13 62.03 7.6

n 61 61 61 61 61 61 61 61 61

nOTe: Standard errors in parentheses; * p < 0.10, ** p < 0.05, *** p < 0.01, ^ p < 0.15.
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unequal variances across the distribution of armed conflict rather than the existence of 
true dependent clusters.

While none of the Cold War controls is significant, the decade controls are, with 
conflict being more likely in the 1960s and 1990s (although only the coefficient on 
the 1960s term reaches statistical significance) and less likely in the 2000s. The inclu-
sion of decade controls (model 5a, Table 3.3) eliminates the significance and reduces 
the size of the lagged conflict term. Once again, this suggests that the most significant 
predictor of conflict timing and a powerful explanation for why conflicts appear to 
cluster is period: Conflict is more likely in certain decades than others. As in the Pois-
son models, a specification that omits the insignificant controls (model 5.1a, Table 3.3) 
for the 1970s and 1980s is largely the same as that controls for each decade. To avoid 
overspecification, I included controls only for the 1960s, 1990s, and 2000s in subse-
quent specifications.

Including the control for the number of democracies in model 6a (Table  3.4) 
had a small negative effect on the rate of conflict but almost no effect on the clus-
tering term. The size of the democracy term’s effect appears somewhat larger in the 
linear specification when period controls are included but has essentially no substan-
tive significance on its own. This suggests that, as in the Poisson models, the effect of 
regime type or the number of democracies on the timing of conflict is best understood 
through the filter of time.

The effect of the population growth rate is also similar in Poisson and linear speci-
fications. While this rate has a large, positive statistically significant effect on incidence 
of conflict when included on its own, it is somewhat less significant in models that also 
use period controls. Model 8a (Table 3.4) shows that, when this variable is the only one 
in the model, a 1-percentage-point change in population growth rate is associated with 
an increase of about 2.1 additional conflicts in the next period. The lagged number of 
conflicts retains significance in this specification. However, the inclusion of relevant 
period controls in model 9a (Table 3.4) absorbs the significance of both terms. Like the 
number of democracies, the relationship between population growth and international 
conflict may reflect its strong correlation with time and the variation in level of conflict 
across decades.

The economic terms also behave in linear as in Poisson models, although both 
fall short of statistical significance in this case, and they do not affect the lagged con-
flict term, the measure of dependent clusters in these models (models 11a and 12a, 
Table 3.4). Finally, neither the change in CINC index nor the lagged number of inter-
ventions is significant when included on its own or in models with the decade controls 
(models 12a and 13a, Table 3.4).

The final linear specification (model 14a, Table 3.4) mirrors the final Poisson 
specification (model 16, Table 3.2), by including each of the tested covariates but none 
of the period controls. In this case, the only significant predictor is the lagged U.S. 
interventions term. Each of the other covariates falls short of statistical significance, 
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and the lagged conflict term also loses its significance. Comparing this result with 
model 5a (Table 3.3), which only used decade controls, shows that the size of the coef-
ficient on the lagged intervention term is largely the same. This suggests that variables 
strongly correlated with time, such as the change in CINC score, population, and 
number of democracies, may partially replace decade controls. However, models with 
only decade controls are generally a better overall fit of the data, suggesting that they 
capture the underlying characteristics of specific geopolitical periods better than more 
disaggregated measures.

Finally, Table 3.5 presents selected ARIMA specifications. It confirms the results 
already described and is nearly identical to linear specifications. As a reminder, in these 

Table 3.5
ARIMA Models, Temporal Clustering of Conflicts

Model

1b 2b 3b 4b 5b 6b 7b

Cold war 1987 0.77
(0.8)

Cold war 1988 0.2
(1.1)

Cold war 1989 0.75
(0.92)

1960s 1.44**
(0.67)

1.34**
(0.64)

1990s 1.2
(1.1)

5.3**
(2.4)

2000s –1.93***
(0.52)

4.44^
(2.8)

Lagged number of democracies –0.02
(0.02)

–0.09***
(0.04)

Lagged change, global exports 0.02
(0.03)

0.03
(0.03)

Lagged change, global GDp

Lagged change, CInC

Lagged world population growth 
rate

2.2
(1.5)

1.7^
(1.21)

Lagged U.S. interventions 0.67***
(0.24)

0.4^
(0.28)

Constant 3.4***
(0.42)

2.9***
(0.65)

3.3***
(0.88)

2.9***
(0.74)

3.33***
(0.44)

0.13
(3.44)

3.5^
(2.5)

Ar (lagged conflict) 0.37**
(0.16)

0.36**
(0.16)

0.36**
(0.17)

0.35**
(0.17)

0.16
(0.16)

0.2
(0.17)

0
(0.14)

σ 2.1***
(0.22)

2.09***
(0.23)

2.1***
(0.22)

2.09***
(0.23)

1.94***
(0.22)

1.95***
(0.22)

1.77***
(0.17)

n 62 62 62 62 62 61 61

nOTe: Standard errors in parentheses; * p < 0.10, ** p < 0.05, *** p < 0.01, ^ p < 0.15.
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models, the size and strength of any clustering effect are revealed by the AR term, 
which measures the correlation between the residuals, called autocorrelation. Models 
1b through 5b (Table 3.5) show that, as in each previous specification, there is evidence 
of dependent clusters when only Cold War controls are included and in models that 
omit any control for time. The inclusion of the decade controls, however, eliminates 
evidence of systematic clustering. In model 5b (Table 3.5), the lagged AR term is not 
significant, but the results show that conflict is more likely in the 1960s and less likely 
in 2000s. Models 6b and 7b (Table 3.5) consider the effects of including other con-
trols, both with and without the decade variables. Again the results are the same as 
above. There is no evidence of clustering once number of democracies, world popula-
tion growth, change in global exports, and U.S. interventions have been controlled, 
and the most consistent and significant predictors of conflict timing are the controls 
for period. Models 6b and 7b (Table 3.5) also weakly suggest that the number of U.S. 
interventions may increase the likelihood of conflict and that the number of democra-
cies may have a small negative effect.

Summary

There is very little evidence that new instances of armed conflict cluster in regular or 
systematic patterns, over time, once changes in underlying geopolitical conditions and 
global economic conditions are controlled. Although there is some evidence of statis-
tically significant clustering when tested without any controls, the most important 
predictors of the incidence of conflict are the decade controls, suggesting that it is the 
combined effect of the political and economic characteristics of the geopolitical regime 
that are most likely to affect the rate of conflict. These results hold across specifications. 
While there is some sensitivity to the selection of variables included, the relevance of 
the period to observed clustering and the observation that the effects of other variables 
can be explained through the filter of period or geopolitical regime appear fairly robust.

As noted in Chapter One, U.S. military planners generally assume that the likeli-
hood and nature of future conflict can be predicted using the frequency of conflict in 
the past. The results suggest that this is a reasonable assumption only if planners are 
sure that the “past” on which they base their analysis has the same fundamental geopo-
litical characteristics as the one they are currently operating within. Any shift in geopo-
litical regime may fundamentally alter the timing, likelihood, distribution, and nature 
of conflict. It may be difficult for planners and decisionmakers to diagnose changes in 
regime immediately—they may only be observable with the benefits of hindsight. The 
results suggest that regime type, distribution of power, and U.S. military behavior may 
partially affect the incidence and rate of conflict. Tracking these characteristics over 
time may allow planners and decisionmakers to quickly diagnose regime shifts that 
may affect the rate of conflict. In addition, planners and decisionmakers may be able 
to increase their “early warning” capabilities by building a deeper or more nuanced 
understanding of the defining characteristics of the current geopolitical regime.
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Is There Temporal Dependence Between Military Deployments?

The results suggest stronger evidence of temporal dependence in military interventions 
than in armed conflict but also reveal that the results are sensitive to characteristics of 
the underlying geopolitical regime. Apart from the lagged intervention term, which is 
significant in most specifications, the strongest predictors of intervention incidence are 
the controls for period, specifically the control that splits the Cold War period from 
the post–Cold War period.9 The inclusion of this Cold War control reduces the size 
and weakens the significance of the lagged intervention term, suggesting that, when 
controlling for a higher post–Cold War incidence of military interventions, evidence 
of temporally dependent clusters is somewhat weaker. This result implies that the for-
mation of dependent clusters is strongly affected and even driven by the overarching 
geopolitical regime. Models that include an interaction term between the Cold War 
indicator and the number of interventions offer additional evidence that clustering due 
to temporal dependence is more likely after the Cold War ends than before.

Other control variables, including those for economic prosperity, underlying con-
flict, and U.S. capabilities, have much weaker effects that are, as above, best interpreted 
through the filter of time, or as characteristics of a specific geopolitical regime that 
explain why interventions are more likely at some points than others. The results sug-
gest further that interventions are more likely after the Cold War than during it and 
that dependent clusters may characterize certain regimes more than others. If the cur-
rent geopolitical regime is one characterized by clustering, planners and decisionmak-
ers have incentives to understand why it occurs and how it may affect U.S. national 
security and demands on military forces.

Model 1 in Table  3.6 shows the simplest Poisson specification in which only 
the lagged intervention term is included. This model suggests significant evidence of 
temporally dependent clusters: One additional intervention is associated with a 1.53 
increase in estimated incidence rate of interventions in the next or an increase of 53 
percent over the base rate. Since the base rate is about 1 intervention per year, this 
amounts to an increase of about 0.5 interventions in the next year due to tempo-
ral dependence. This is largely similar to the effect estimated using the linear model 
(model 1a, Table 3.8), suggesting that the assumption of equal variance over the dis-
tribution may be reasonable in this case. To be conservative and because the Poisson 
specifications may provide the most accurate estimates of clustering, I will focus on 
these models in the discussion of the results.

The next three models in Table 3.6, models 2, 3, and 4, show the Cold War con-
trols. As noted above, I consider three possible cutoff points for the Cold War—1987, 
1988, and 1989. Although the lagged intervention term remains significant in all cases, 

9 I also used decade controls, but t-tests of the coefficients in these models suggested that the differences between 
the decades during the Cold War (1950s, 1960s, 1970s, 1980s) were not significantly different from each other. 
The same is true for the 1990s and 2000s.
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Table 3.6
Poisson Models, Incidence Ratios, Temporal Clustering of Interventions, Models 1–12

Model

1 2 3 4 5 6 7 8 9 10 11 12

Lagged 
Interventions

1.53***
(0.12)

1.25**
(0.14)

1.22*
(0.14)

1.22**
(0.14)

1.49***
(0.12)

1.26**
(0.13)

1.24*
(0.15)

1.27**
(0.15)

1.59***
(0.15)

1.32**
(0.15)

1.3**
(0.16)

1.27**
(0.15)

Cold war 1987 0.41***
(0.12)

0.45**
(0.14)

0.38**
(0.12)

Cold war 1988 0.41***
(0.13)

0.46**
(0.15)

0.4**
(0.13)

Cold war 1989 0.45***
(0.14)

0.51**
(0.17)

0.45**
(0.15)

Lagged U.S. GDp 
growth

0.93
(0.04)

0.97
(0.05)

0.97
(0.05)

0.96
(0.05)

0.97
(0.04)

1.02
(0.05)

1.02
(0.05)

1.01
(0.05)

Lagged 
unemployment

0.93
(0.08)

0.97
(0.09)

0.98
(0.09)

0.97
(0.08)

Lagged change in 
CInC

Lagged change 
in presidential 
approval

1.02**
(0.01)

1.02**
(0.01)

1.02*
(0.01)

1.02*
(0.01)

Lagged total 
conflict 

wald χ2 28.78 33.54 31.84 32.84 30.6 35.82 34.44 35.35 30.47 39.87 35.22 36.48

n 61 61 61 62 61 61 61 61 60 60 60 60

nOTe: Standard errors in parentheses; * p < 0.10, ** p < 0.05, *** p < 0.01.
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it shrinks significantly once the Cold War controls are included, from an incidence 
ratio of 1.53 to 1.22 or 1.25, depending on the specification. This suggests that includ-
ing the control for the geopolitical regime soaks up about half of the observed cluster-
ing effect. Including this control also reduces the significance of the lagged interven-
tion term, effectively weakening certainty about the existence of dependent clustering. 
The results suggest that the likelihood of clustering between interventions is strongly 
affected by the characteristics of the overarching geopolitical system. The implications 
of this observation for planners and for the interpretation of other controls will be 
traced out in more detail below. In addition to their effect on the clustering term, the 
Cold War controls are also strongly associated with the incidence of interventions. 
They are also significant in each case and comparable in size, between 0.41 and 0.45. 
The incidence rate is less than one, suggesting that the estimated incidence of interven-
tions during the Cold War is about one-half that of the post–Cold War period.

In addition to the overarching geopolitical regime, there are a number of other 
factors that may affect the timing of interventions and the likelihood that dependent 
clusters form. First, economic controls test the relevance of the diversionary theory of 
war, or the notion that presidents may use force to divert attention from weak eco-
nomic conditions. I test two economic controls, lagged change in GDP and lagged 
change in unemployment. Lagged change in unemployment never approaches statisti-
cal significance in any specification. Table 3.6, models 5, 6, 7, and 8, shows the results 
for models that include U.S. GDP growth. This variable comes closest to significance 
when it is included alone, and its value suggests that it reduces the likelihood of inter-
ventions. This result would be consistent with the diversionary theory of war (war is 
more likely as the economy does poorly). When included with Cold War controls, 
however, the change in GDP term does not seem to affect intervention incidence or 
temporal dependence between interventions. This does not mean that resource con-
straints are irrelevant, only that governing economic conditions cannot be used to pre-
dict the likely timing of interventions or to explain observed clustering.

Controls for political popularity test for the effect of presidential support and 
approval on the likelihood of military interventions. I use the lagged change in public 
approval of the president because it is a metric that is likely to be of significant interest 
to a governing president—a president who has falling public support may be more cau-
tious about the use of force than one whose popularity is increasing. It is also a metric 
that is easy to compare across administrations and over time. The results in Table 3.6, 
models 9, 10, 11, and 12, show that the lagged change in presidential approval does 
appear to increase the likelihood of an intervention, suggesting that, as presidents 
become more popular, they are more likely to use military force overseas. The size of 
the effect is somewhat small: A 1-percentage-point increase in popularity increases the 
estimated incidence for interventions in the subsequent year by only 1.02, or 2 percent 
over the base rate. This effect remains regardless of the cutoff used for the end of the 
Cold War. Interestingly, however, it also increases the size of the lagged intervention 
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term, which suggests that, once we control for variation over time in trends in presiden-
tial approval and the effect of these trends on intervention timing, the underlying tem-
poral dependence between interventions is actually stronger and more noticeable. This 
reinforces the importance of presidential discretion and underlying political character-
istics in explaining the incidence of military interventions and even driving temporal 
dependence. However, there are limits to the effects of domestic political factors on the 
likelihood of military interventions. Controls for election year and the year prior to an 
election are not significant in any specification.

The change in CINC score never approaches statistical significance and has only 
a very small substantive effect, regardless of specification (Table 3.7, models 13 through 
17). As noted previously, the CINC score declines consistently over time and is a crude 
measure of U.S. capabilities, so the results should be interpreted with some caution. 
Its inclusion does not affect the size or significance of the lagged intervention term 
but does slightly reduce the incidence ratios for each of the Cold War controls. This 
suggests that the difference in intervention likelihood across the two regimes may be 
greater when controlling for changes in U.S. relative power and that the CINC score, 
even if not significant on its own, may matter as a characteristic of the geopolitical 
regime. Thus, U.S. capabilities may have some effect on the willingness to intervene, 
but this effect may be most relevant as a characteristic of the geopolitical system.

Finally, new and ongoing armed conflicts may affect the timing of U.S. military 
interventions, since armed conflicts create demands for new interventions. The onset 
of new armed conflicts is never statistically significant and does not affect the overall 
strength of the temporal dependence between interventions, regardless of whether the 
term is included with the Cold War control or not. As shown in Table 3.7, the lagged 
number of cumulative conflicts is significant only when included with no Cold War 
control (models 18 and 19), but its effect on interventions is small (increases likeli-
hood of conflict only about 4 percent) and does not eliminate the significance of the 
lagged intervention term (although it does slightly reduce its size). Once the Cold War 
controls are included, it is significant only in the specification using 1989 as the cutoff 
point, and even then, its significance is fairly weak, and it is still small. This suggests 
that, while the likelihood of interventions may increase slightly during periods of high 
conflict, the timing or concentration of conflicts does not explain clustering. As is the 
case of other potentially important domestic political and economic variables, the level 
of conflict may matter most as a characteristics of a governing geopolitical regime.

The results suggest that the overarching characteristics of the geopolitical regime 
itself play a significant role in determining when clustering of interventions occurs and 
when interventions are less likely to exhibit temporal dependence. The inclusion of an 
interaction term between the Cold War indicator and the number of interventions in 
a given year tests the hypothesis that the likelihood of temporally dependent clustering 
is significantly different in the Cold War and post–Cold War periods. The interaction 
term is generated by multiplying the Cold War indicator and the number of interven-
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Table 3.7
Poisson Models, Incidence Ratios, Temporal Clustering of Interventions, Models 13–22

Model

13 14 15 16 17 18 19 20 21 22

Lagged Interventions 1.57***
(0.13)

1.58**
(0.16)

1.3**
(0.15)

1.27**
(0.16)

1.32**
(0.17)

1.42***
(0.13)

1.46**
(0.16)

1.33**
(0.17)

1.3**
(0.16)

1.33**
(0.18)

Cold war 1987 0.35***
(0.12)

0.49**
(0.18)

Cold war 1988 0.37***
(0.13)

0.53*
(0.21)

Cold war 1989 0.43***
(0.16)

0.61**
(0.23)

Lagged U.S. GDp growth 0.96
(0.04)

1.04
(0.06)

 1.03
(0.06)

1.2
(0.06)

0.96
(0.05)

1.0
(0.05)

1.0
(0.05)

1.0
(0.05)

Lagged unemployment

Lagged change in CInC 1.00
(0.02)

1.02
(0.003)

0.98
(0.03)

0.98
(0.03)

0.99
(0.03)

Lagged change in presidential approval 1.02*
(0.01)

1.02*
(0.01)

1.02*
(0.01)

1.02*
(0.01)

1.02*
(0.01)

1.02**
(0.01)

1.02*
(0.01)

1.02**
(0.01)

Lagged total conflict 1.04***
(0.01)

1.04***
(0.01)

1.02
(0.02)

1.03^
(0.02)

1.03*
(0.02)

wald χ2 31.09 27.75 46.5 39.03 39.5 32.64 41.5 41.17 43.61 45.11

n 60 60 60 60 60 60 60 60 60 60

nOTe: Standard errors in parentheses; * p < 0.10, ** p < 0.05, *** p < 0.01.
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tions for each year. The resulting term will take a value of “0” in the post–Cold War 
period and will equal the number of interventions in the Cold War period. For sim-
plicity, I included only one version of this conditional specification, which uses 1988 as 
the end of the Cold War. Although alternative end dates and specifications with more 
variables offer slightly different results, the results for this model are generally represen-
tative of the overall significance of the interactive or conditional relationship.

The model that includes the interaction term will also include each of its constitu-
ent parts, so the full specification can be expressed:

y(interventions)= b1 lagged  interventions+b2 Cold  War indicator
+ b3 lagged  interventions× Cold  War indicator.

For the post–Cold War period, the effect of lagged interventions (or the amount of 
temporal dependence) will be just equal to the coefficient on the “lagged interventions” 
term. For the Cold War period, the amount of temporal dependence will be the joint 
effect of the coefficients on the “lagged interventions” (b1) and interaction term, (b3).

The results of model 23 (Table 3.10) suggest support for the conditional hypoth-
esis and offer evidence that clustering due to temporal dependence is more likely and 
stronger after the Cold War than during it. The lagged intervention term is positive 
and significant, suggesting an increase of 1.26 in the incidence ratio. Clustering is 
likely, therefore, in the post–Cold War period. The interaction term is negative (imply-
ing a reduction in the effect of lagged interventions on those in the current period) and 
falls short of statistical significance. A t-test of whether the sum of the two coefficients 
(the total effect of interventions during the Cold War) is significantly different from 
“0” cannot reject the null hypothesis of no effect or no temporal dependence. Thus, 
while there is evidence of temporally dependent clustering after the Cold War, there is 
little evidence of this relationship during the Cold War period. However, these results 
should be interpreted with caution and as suggestive rather than definitive because the 
sample is relatively small, especially in specifications with the interaction term, which 
essentially splits the Cold War and post–Cold War period and considers the existence 
of temporal dependence in each period separately.

Testing for Robustness: Linear and ARIMA Specifications

While the Poisson models are likely the more appropriate specification, a compari-
son with linear models may still provide a useful robustness test. Across the board, 
the results are largely similar. Model 1a (Table 3.8) shows the results including only 
the lagged intervention term. It is statistically significant and relatively sizable. A one-
intervention increase in one year is associated with an expected increase of about 0.5 
intervention in the next year. In more meaningful terms, two additional interventions 
in one year are likely to trigger at least one in the next. The inclusion of the Cold War 
controls in models 2a, 3a, and 4a (Table 3.8) also shows patterns similar to the Pois-
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Table 3.8
Selected Linear Models, Temporal Clustering of Interventions, Models 1a–9a

Model

1a 2a 3a 4a 5a 6a 7a 8a 9a

Lagged Interventions 0.52***
(0.11)

0.45**
(0.13)

0.31**
(0.14)

0.27*
(0.15)

0.3**
(0.15)

0.35**
(0.14)

0.3**
(0.15)

0.32**
(0.15)

0.46***
(0.14)

Cold war 1987 –0.9***
(0.37)

–0.91**
(0.42)

Cold war 1988 –0.96**
(0.38)

–0.88*
(0.45)

Cold war 1989 –0.88**
(0.38)

–0.78*
(0.45)

Lagged U.S. GDp growth –0.03
(0.04)

0.03
(0.05)

0.02
(0.05)

0.02
(0.05)

–0.03
(0.05)

Lagged unemployment

Lagged change in CInC –0.02
(0.03)

–0.03
(0.03)

–0.03
(0.03)

–0.0004
(0.02)

Lagged change in presidential approval 0.02**
(0.01)

0.02**
(0.01)

0.02*
(0.01)

0.02*
(0.01)

0.02*
(0.01)

Lagged total conflict 0.04***
(0.02)

0.01
(0.02)

0.02
(0.02)

0.02^
(0.02)

0.04**
(0.01)

Constant 0.51***
(0.15)

0.19
(0.32)

1.3***
(0.36)

1.4***
(0.43)

1.33***
(0.42)

0.75
(0.55)

0.74
(0.6)

0.66
(0.6)

0.19
(0.44)

F-statistic 25.32 13.00 17.65 16.7 15.9 8.95 9.4 9.2 10.22

n 61 60 61 61 61  60 60 60 60

nOTe: Standard errors in parentheses; * p < 0.10, ** p < 0.05, *** p < 0.01, ^ p < 0.15.
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son models. In each case, the Cold War control is significant and negative: Interven-
tions are less likely during the Cold War than after (shifting between periods decreases 
the number of expected interventions by about one in each case). The inclusion of the 
Cold War control decreases the size and significance of the lagged intervention term. 
In these specifications, an intervention in any year increases the likelihood of an addi-
tional intervention in the following year by about 30 percent. The effect is the weakest 
when the cutoff for the Cold War is set at 1988. However, the control for geopoliti-
cal regime does not eliminate the significance of the lagged intervention term or the 
observed clustering in linear models.

Table 3.8 shows linear specifications that include the other relevant controls. In 
general, the direction, size, and significance of these other controls are similar to those 
for the Poisson models. In each case, the lagged intervention term is significant, and 
its effect size ranges from about 0.3 to 0.35 (one additional intervention in a given year 
increases interventions in the next by about 0.3, or the risk of intervention rises by 
about 30 percent), similar to that observed in Poisson models. The Cold War controls 
are negative, and their size is also comparable or slightly larger: The expected number 
of interventions is likely to decrease by slightly less than one conflict (compared with 
0.6 in Poisson models) with the change from post–Cold War to the Cold War period. 
Changes in presidential approval have a small positive effect on the likelihood of inter-
ventions. Positive GDP growth and larger U.S. CINC scores are not statistically sig-
nificant when included in models with other variables. Finally, the lagged overall level 
of conflict is never significant when included with Cold War controls. The final linear 
model, Model 9a (Table 3.8), considers the effects of other controls when they are 
included without the Cold War controls. The results do not change much. The major 
differences are that the lagged total conflict terms become significant but are still small, 
and the size and significance of the lagged intervention term increases. The results of 
the linear models, then, largely confirm the results of the Poisson models, both in 
terms of the size of effects and their overall significance.

Finally, I considered three ARIMA specifications, using the 1988 Cold War end 
date. I chose this particular end date for the ARIMA robustness tests because it showed 
the weakest evidence of temporally dependent clusters in linear specifications and 
because it is the midpoint of the three Cold War controls, which have performed simi-
larly in all previous specifications. The first specification (model 1b, Table 3.9) includes 
only the lagged intervention term. It shows a result nearly identical to the linear model 
above. The lagged AR term is significant, and its 0.53 coefficient is similar to previous 
specifications including only the lagged intervention term. Models 2b and 3b (Table 
3.9) include the Cold War control. Model 3b also includes GDP growth (for substan-
tive reasons), presidential approval, and the Cold War controls. Once again, the results 
are substantively the same and have coefficient sizes and significance nearly identical to 
those for previous linear models. In both, the Cold War control has a strong negative 
effect. Also in both, the lagged AR term is positive and significant (although weakly 
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when only the Cold War control is included). The effect size is also similar: One addi-
tional intervention in one year triggers about 0.3 additional interventions in the next. 
Change in U.S. GDP has no substantive effect, while change in presidential approval 
and the total level of conflict have small, weakly significant positive effects. Overall, 
then, ARIMA specifications confirm the robustness of the results presented earlier. 
There does appear to be evidence of intervention clustering, although this effect is 
strongly affected by the underlying geopolitical regime and weakly affected by domes-
tic political considerations.

Finally, model 23a (Table 3.10) offers the linear version of the conditional speci-
fication with the interaction term that tests for the existence of a significant difference 
in the extent of temporal dependence observed in the Cold War and post–Cold War 
periods. The results once again suggest that the likelihood and strength of temporal 
dependence are greater in the post–Cold War period. The lagged intervention term is 
still positive and significant, while the interaction term is negative and just significant. 
This suggests that the size of any temporal dependence during the Cold War will be 
significantly smaller than that observed after the Cold War ends. Furthermore, a t-test 
of their combined effect again cannot reject the null hypothesis (that there is no tempo-
ral dependence during the Cold War). As above, therefore, the inclusion of the interac-
tion term provides at least some evidence that clustering due to temporal dependence 

Table 3.9
ARIMA Models, Temporal Clustering of Interventions

Model 1b
ARIMA

Model 2b
ARIMA 

Model 3b
ARIMA

Cold war 1988 –1.3***
(0.36)

–1.0**
(0.42)

Lagged U.S. GDp growth –0.008
(0.04)

Lagged unemployment

Lagged change in CInC

Lagged change in presidential 
approval

0.01*
(0.01)

Lagged total conflict 0.03*
(0.1)

Constant 1.03***
(0.25)

1.9***
(0.32)

1.24*
(0.65)

ArIMA
L.Ar

0.53***
(0.1)

0.26*
(0.14)

0.33**
(0.16)

σ
_cons

0.96***
(0.07)

0.9
(0.26)

0.84
(0.07)

n 62 62 60

nOTe: Standard errors in parentheses; * p < 0.10, ** p < 0.05, *** p < 0.01.
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is more likely and stronger after the end of the Cold War. However, the results should 
again be interpreted with some caution due to the relatively small sample.

Summary

The results show reasonable evidence that military interventions do occur in tempo-
rally dependent clusters but also make it clear that strength of this clustering is heavily 
influenced by the underlying characteristics and political dynamics of the governing 
geopolitical regime. These characteristics define the international political system and 
affect how and when force is used. The geopolitical regime appears to affect both the 
incidence of interventions and their distribution, or the likelihood of clustering. First, 
interventions are less likely during the Cold War than after. The political and strategic 
dynamics that prevailed during the Cold War explain why this might the case. The 
Cold War was a bipolar geopolitical regime in which the United States and the USSR 
acted carefully to retain and expand their own influence without upsetting the other. 
Both the United States and the USSR were hesitant to intervene and risk provoking 
the other. Afterward, however, in a new geopolitical regime, the United States took on 
a different role and was increasingly willing to use force overseas. The way the United 
States used military force may also have changed at this point, shifting from more 
traditional deployments of conventional forces to shorter-term, smaller scale, uncon-
ventional operations, often in response to violent nonstate actors, terrorist attacks, and 
failed states emerging in the wake of the Soviet Union’s collapse.

Table 3.10
Models with Interaction Terms

Model 23
Poisson 

(incidence 
ratio)

Model 23a
Linear

Cold war 1988 0.47**
(0.17)

–0.56
(0.47)

Lagged Interventions 1.26**
(0.14)

0.42**
(0.18)

Lagged interventions × Cold wara 0.85
(0.18)

–0.38*
(0.23)

wald χ2 37.6***
p < 0.00

F-statistic 11.73***
p < 0.00

n 61 61

Test:
Lagged Interventions + Lagged Interventions × Cold war = 0

χ2 = 0.1
p = 0.8

F = 0.1
p = 0.73

nOTe: Standard errors in parentheses; * p < 0.10; ** p < 0.05, *** p < 0.01.
a The interaction term is created by multiplying the two constituent parts, the number 
of military interventions and the time period
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The control for the Cold War also affects the size and strength of the temporally 
dependent clustering observed in military interventions. This suggests the temporally 
dependent clustering may be more likely in certain types of geopolitical regimes than 
others and is a relevant concern to planners and strategists only at these times. Models 
that include interaction terms provide some additional evidence that clustering is more 
likely and stronger in the post–Cold War period than during the Cold War, although 
caution is warranted in interpreting these results due to the small sample. If it is the 
case that the current geopolitical regime is one in which clustering is more likely, 
today’s military planners may need to consider the effects of temporal correlation more 
carefully than their predecessors.

There is also some evidence that certain domestic political and, potentially, eco-
nomic factors affect the incidence of interventions and perhaps clustering of interven-
tions as well. For example, the results suggest that presidents are generally more likely 
to intervene when their political support has been rising than when it has been falling 
in the recent past. There is a clear political survival logic to this observation. Since most 
presidents suffer declining popularity over their terms, this may also mean that inter-
ventions are more likely early in a president’s tenure than later, when they may have less 
political capital to exploit.

If clustering is a phenomenon that is characteristic of specific geopolitical regimes, 
the key question for policymakers and defense planners becomes identifying the 
observable characteristics of regimes, where temporally dependent clustering of inter-
ventions is likely, as well as ways to identify when shifts in geopolitical regimes that 
might change the strength or relevance of clustering have occurred. The results in this 
report suggest several possible characteristics, including underlying levels of conflict, 
relative distribution of power, economic prosperity, regime type, and even the nature 
of deployments (long versus short, traditional ground combat versus surgical strike, 
etc.). The results also suggest that the primary triggers for geopolitical regime change 
are events, including state failure or formation or the start or end of ongoing wars that 
shift the international balance of power or the orientation of major states. However, the 
results also make it clear that regime change is rarely an overnight event: Many occur 
over several years and affect state or conflict behavior only with some sort of lag.
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ChApTer FOUr

Implications for Force Planning

Will Temporal Dependence Affect Force Requirements?

The results in the previous chapter suggest that, at times, U.S. military interventions 
exhibit temporal dependence that increases the chances they will occur in dependent 
clusters rather than following the serially independent distribution assumed in force 
planning processes. This result appears somewhat sensitive to the characteristics and 
political dynamics of the governing geopolitical regime and, as a result, may not always 
be a relevant concern for force planners and decisionmakers. However, where it does 
occur, clustering may have significant effects on force requirements that are worth con-
sidering in some additional detail.

To understand the implications of temporal dependence on the sufficiency of pro-
jected force requirements, a more detailed review of some key force planning assump-
tions will be useful. As noted in the introduction, current DoD planning processes 
rely on broad national security and defense guidance, experience, some operational 
data, and input from military commanders to define specific military requirements for 
each type of operation and each regional command. Force planning processes consider 
three types of activities: (1) steady-state operations that occur continuously and set 
the baseline for forces required in a region, (2) smaller contingences, and (3) larger-
scale operations. The sum of these estimates across contingencies and across regions 
together results in the projected force requirements used to guide force planning deci-
sions. Requirements associated with the latter two types of activities are based on two 
key variables: (1) the likelihood that these contingencies occur and (2) the propensity 
or likelihood that the United States will become militarily involved.

Current processes estimate the likelihood of various contingencies by assum-
ing that the distribution of contingencies in the future will look similar to that of 
the recent past. Since the nature of conflict is constantly evolving, this assumption is 
almost certainly incorrect. Furthermore, the assumption does not address or incor-
porate the effects of temporal dependence observed in the empirical analysis in the 
previous chapter. Importantly, while it was not the focal point of this report, the find-
ing that political instability and conflict, when considered in aggregate terms at the 
international level, also exhibit temporal dependence is important for force planners. 
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Even if the timing and frequency of instability and conflict on the international level 
do not directly cause new interventions, they still affect the context in which the mili-
tary operates and in which military interventions occur. While current force planning 
documents assume a distribution of instability and conflict in the future that is similar 
to that in the past, findings in this report suggest that future conflict and instability 
may not simply mirror past events but may sometimes build off of them. A failure to 
account for this spillover may lead to contingency projections that are too small and 
military force projections that misestimate the numbers and the types of capabilities 
needed to meet actual demands.

Force planning assumptions about the likelihood that the United States will 
become militarily involved in a contingency rely primarily on qualitative assessments 
of U.S. interests, the threat the contingency poses to these interests, and the risk asso-
ciated with the operation. For example, interventions are more likely when the threat 
is high and the risk lower than in alternative contexts. While these assumptions are 
consistent with some of the findings in existing literature, they do not consider tem-
poral dependence or intervention timing in any systematic way. As noted elsewhere in 
the report, this means that the likelihood and force requirements of a given interven-
tion are independent.1 This approach ignores the temporal dependence observed in 
the previous chapter. Specifically, force planning processes that incorporate temporal 
dependence must address both the direct force demands of a given deployment and the 
heightened risk of future demands due to temporal spillover. Force planning that does 
not address both components risks generating force estimates that underestimate the 
number of interventions, the demands on military personnel, and the force size needed 
to meet future demands.

The extent and severity of this underestimation will depend on the rate at which 
deployments group together and the size of the deployments involved in the group. 
If deployments group or cluster at a rapid pace or if the interventions involved in a 
specific group are large, failing to account for temporal dependence may significantly 
underestimate force demands. On the other hand, if deployments overlap and group 
together more slowly and if the interventions in each group involve few U.S. troops, 
ignoring the temporal dependence of interventions may have fewer implications. The 
results in the previous chapter suggest a rate of dependent clustering that is sizeable 
enough to have noticeable effects on military force requirements, especially when com-
pared to the serially independent distribution of interventions used in current plan-
ning processes and especially if overlapping conflicts that do occur place demands on 
the same occupations. For example, recent deployments in Iraq and Afghanistan drew 
heavily on special operations, civil affairs, and military police, and the overlap in the 
two conflicts forced a rapid increase in personnel trained or serving in these areas. Fail-

1 The exception is directly overlapping interventions, “concurrency” in planning documents, in which resource 
constraints are often factored in.
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ure to adjust force planning processes to account for temporal dependence increases 
the likelihood that similar shortfalls will occur in the future.

Mechanisms of Temporal Dependence

Understanding the mechanisms that may drive temporal dependence are important 
first steps to incorporating the relationship into force planning. Although the results 
in this report do not provide complete clarity on which of several possible mechanisms 
has the most explanatory power, they do provide some insight into factors that may 
affect the strength of temporally dependent clustering. The results suggest that tempo-
ral dependence of interventions has its roots in the characteristics and political dynam-
ics of the governing geopolitical regime: the prevailing international and domestic 
political, economic, and strategic factors that characterize a geopolitical system. The 
analyses in the previous chapter also identify a number of more specific drivers of tem-
porally dependent clustering that could be investigated in future work. For example, 
the results suggest the importance of such factors as the distribution of power among 
states, underlying levels of conflict and regime change, population growth, attitudes 
toward the use of force, and economic prosperity as characteristics of a given regime 
that may affect intervention timing. It is also possible that certain types of interven-
tions are more likely to cluster than others. The apparently different rates of cluster-
ing in the post–Cold War period, for instance, may reflect differences in the types of 
interventions that occur in the pre– and post–Cold War periods. For force planners, 
the potential sensitivity of clustering to geopolitical regime increases the importance of 
building a complete understanding of the specific political characteristics and dynam-
ics that make different geopolitical regimes distinct and the identifying signals that 
mark a shift in regime even more important.

However, simply pointing to the geopolitical regime as the driver of temporally 
dependent clustering does not explain the more-specific mechanisms that explain why 
and how temporal dependence between interventions occurs during periods when it 
exists. First, it is possible that U.S. military interventions, when they occur, contrib-
ute directly to additional demands on U.S. forces, either by encouraging additional 
instability or because military interventions often require secondary, supporting inter-
ventions in nearby areas to ensure the success of the primary intervention. There is 
some empirical evidence for this mechanism in the models of armed conflict presented 
previously. Specifically, in several specifications, the lagged number of U.S. interven-
tions had a positive effect on the likelihood of new instances of conflict. While this 
may be explained by the fact that both interventions and conflict are most likely in 
the 1990s, it may also indicate that the decision to deploy U.S. forces does affect con-
flict dynamics. The fact that military interventions may inherently create demands for 
additional interventions does not necessarily mean that military deployments “make 
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things worse.” It may be that U.S. intervention behavior is a signal to other states about 
what they can or cannot get away with. However, the relationship does suggest that 
the decision to deploy forces may have unexpected and indirect consequences over an 
extended period.

A second possible mechanism for temporal dependence is an “in for a penny, in for 
a pound” effect among either the public or policymakers involved in making decisions 
about the deployment of U.S. forces. According to this story, a perceived (and perhaps 
real) drop in the marginal costs and consequences of additional military deployments 
once one intervention occurs lowers political barriers and public resistance to second 
and third deployments. This lower threshold makes multiple overlapping deployments 
more likely and may result in the observed temporal dependence. There is also some 
empirical support for the link between political capital and interventions that indi-
rectly bolsters a mechanism focused on domestic political processes. Specifically, there 
is evidence that high and rising presidential popularity, a measure of political capital, 
increases the likelihood of deployments and may contribute to clusters in some cases.

Third, temporal clustering of military interventions may reflect strategic sets of 
grouped U.S. responses to international security challenges. Specifically, if the United 
States often responds to international security challenges with multiple and comple-
mentary deployments, the result will be groups of interventions with a single goal or 
purpose. A qualitative review of intervention clusters in the data set suggests some 
evidence for this explanation of temporal dependence, including the post–9/11 mili-
tary response, responses to communist movements in the late 1960s early 1970s, and 
deployments following the collapse of the USSR in the early 1990s. However, a “strate-
gic response” mechanism is unable to explain all observed intervention bundles.

A final mechanism for temporal dependence has to do with the credibility of com-
mitments. Specifically, deployments and interventions may occur in clusters because, 
once a deployment has occurred, political and military leaders feel pressure to deploy 
additional forces elsewhere to support similar or related goals. Under this mechanism, 
interventions occur in temporally correlated groups because, once committed, the 
United States cannot avoid making additional commitments without significant nega-
tive effects on its reputation.

How Can Temporal Dependence Be Integrated into the Planning 
Process?

The data and empirical results in this report do not allow me to finally disentangle 
the mechanisms above to identify the primary drivers of observed clustering, beyond 
stressing the importance of the geopolitical regime to both its existence and its strength. 
However, it is still possible to make some preliminary observations about how tempo-
ral dependence can be incorporated into force planning.
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Assessing the Relevance of Temporal Clustering

The results suggest that temporal clustering of military interventions may exist at cer-
tain points and not at others. A first important challenge for policymakers and plan-
ners, therefore, may be simply to identify the international, geopolitical, and domestic 
factors that make clustering more likely at certain points rather than others. The results 
here suggest several potential drivers of temporally dependent clustering, but addi-
tional work is needed to solidify and complete this list. First, the distribution of power 
and the relative power of the United States appear important. Second, the underlying 
level of conflict and international political dynamics (number of democracies, number 
of failing states) may also be relevant. Third, U.S. attitudes toward the use of force and 
its strategic orientation (both difficult to measure in an empirical model) also affect 
the nature of the geopolitical regime. Fourth, the nature of deployments may matter. 
Interventions of certain lengths or with certain types of goals may be more likely to 
cluster than others. Finally, domestic political dynamics, elections, presidential discre-
tion, and presidential personality may also affect the likelihood of interventions and 
clustering. Future empirical work may develop better proxies for these potential geopo-
litical drivers of temporally dependent clusters and use these variables to clarify what 
it is about geopolitical regimes that makes clustering more likely at certain points than 
others.

Planners may also need to identify when major shifts in geopolitical regime that 
will have implications for temporal clustering have occurred. Some shifts may be obvi-
ous, following major revisions of the balance of power, such as the collapse of a major 
power or its defeat in a war. It is also possible that an economic collapse, like the Great 
Depression, or a major event, such as 9/11, that affects attitudes toward the use of force 
might trigger a shift in geopolitical regime. On the other hand, it may be that shifts in 
geopolitical regime occur only gradually, driven by the slow decline of an old power or 
the gradual rise of a new one, an enduring economic or population boom in a concen-
trated region, or longer-term shifts in geopolitical priorities. These types of shifts might 
be much harder to detect or observe, even in hindsight. As it relates to temporal depen-
dence, identifying the factors that contribute to changes in the overarching regime will 
help force planners and policymakers understand when interventions and clustering in 
interventions are most likely and when temporal dependence will most severely affect 
the demands on U.S. forces and resources.

Building Temporal Dependence into Force Planning

When clustering is relevant, however, there are some additional steps that force planners 
might take to incorporate temporal dependence into force planning processes. Tem-
poral dependence may affect many aspects of projected force requirements, including 
the necessary size of the force, the appropriate capability mix, and even the basing of 
troops at the international level. Building temporal dependence into the force planning 
process could reduce the risk of shortfalls in specific occupations or at least provide a 
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tool force planners can use to diagnose or predict future shortfalls more quickly. Rather 
than assuming a linear, additive set of force requirements based on the assumption that 
interventions are independent events, a revised planning framework would assume that 
the likelihood and frequency of military interventions in any year are affected not only 
by interests, risk, and presidential discretion but also by the number of interventions 
in recent years. Understanding that recent deployments may increase the likelihood of 
additional deployments in future years, planners can adjust force estimates to absorb 
these potential demands.

There are several ways quantitative metrics and estimates of temporal depen-
dence, similar to those presented in the previous chapter, can be used directly to more 
accurately predict the frequency and timing of U.S. military interventions and to build 
force requirements that contain the appropriate numbers and types of personnel to 
absorb clustered demands. First, planners can use measures of the size and strength 
of the clustering effect to prepare for potential dependent clusters, once observing an 
increase in the number of military interventions in a given period. For example, the 
simple specifications in models 2 through 4 (Table 3.6) suggest that each additional 
intervention in one period increases the expected incidence of an intervention in the 
next by a factor of 1.25—a 25 percent increase over the base case. Other specifications 
suggest a stronger effect. This quantitative metric could be used as a guide in force 
planning. When the number of interventions in any year is higher than expected, even 
by a single intervention, planners can adjust force size or skill mix to reflect the higher 
risk for additional deployments in the next year, using the 1.25 expected increase as a 
foundation for the adjustments. The larger the increase in the number of interventions 
observed in previous periods, the greater the additional risk, and the more significant 
the revisions to force requirements would need to be.

Attempts to build temporal dependence into force planning may be most effective 
if planners consider exclusively (or nearly exclusively) interventions within a single geo-
political regime, since clustering seems to be sensitive to changes in the international 
system over time. Planners may also benefit from considering the nature of ongo-
ing or recent interventions, focusing on the types of personnel who had been placed 
under the most strain during those deployments, since these are areas where additional 
demands from overlapping conflicts in the near future might go unmet. Attention to 
how far apart, in time, past interventions have occurred may also be useful for plan-
ners in understanding the potential implications of clustering for force requirements. 
Importantly, meeting these revised force requirements may necessitate some additional 
flexibility in both force planning and personnel management.

Another way that temporal dependence of military interventions could be incor-
porated quantitatively into force planning would be to use existing empirical specifi-
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cations to develop vector error correction or vector autoregression models that could 
provide better insight into how changes in the number of interventions in one year 
will affect the number of interventions in subsequent years and even potentially the 
number of military personnel required.2 Vector autoregression and vector error cor-
rection models were specifically developed to capture and describe interdependencies 
in time-series data, making them useful tools for the study of temporal dependence. 
These models are best interpreted using impulse-response functions, which show the 
change in the independent variable following a shock to the dependent variable and 
trace the effects of this shock over time. I did not use this kind of model here because 
it is less intuitive as a way to initially test for temporal dependence. However, impulse-
response functions may ultimately be more useful for force planners than regression 
coefficients in informing decisions about how force requirements should be adjusted 
and when these adjustments should occur to properly account for temporal depen-
dence. Planners could use this type of model to understand, for example, the change 
in number of interventions over a five-year period following a shock to interventions 
in the first year, as well as the timing of these additional interventions. This change in 
number of expected interventions could be used to project force requirements over the 
same period. A model that related number of deployments to force size, for example, 
could also be estimated using a vector error correction or autoregression approach. This 
would produce impulse-response functions able to estimate how an increase in num-
bers of deployments in one year might affect the size of the required force in the same 
and future years, accounting for temporal relationships.

Finally, temporal dependence can be included qualitatively in force planning pro-
cesses, by incorporating an extended discussion of the concept and its implication, 
including how it relates to intervention duration, frequency, and concurrency, in plan-
ning documents. This additional discussion could include a description of the role 
played by geopolitical regime, the international and domestic characteristics that may 
affect the strength of temporally dependent clustering, and indicators planners can 
use to identify periods when temporally dependent clustering is more or less likely and 
shifts in the geopolitical dynamics that may affect clustering. This type of discussion 
could also be valuable in widening the discussion and awareness of temporal depen-
dence and its implications among policymakers and force planners, providing addi-
tional support for the research agenda as a whole.

Avoiding Clustered Interventions

In addition to guiding force planning decisions, evidence that U.S. military interven-
tions do seem to cluster at certain times may have some important implications or 

2 Vector autoregression is used to capture linear interdependencies in time-series data. Each variable is modeled 
as a function of its own lags and lags of other variables in the system of equations. Vector error correction models 
are a special type of vector autoregression used when time-series data are stationary, which means their mean and 
variance do not change over time.
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lessons for strategic planners and individuals who make decisions about the deploy-
ment of U.S. forces in the future. Specifically, since clustered and overlapping interven-
tions may place significant strain on military readiness, there are reasons that avoiding 
clusters altogether may be advantageous. Understanding the characteristics that make 
clustering more likely and the mechanisms through which clustering occurs may allow 
policymakers to intentionally avoid clusters in the future, either through revised poli-
cies and thresholds for the use of force or through additional institutional checks.
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Conclusion and Next Steps

This report provides initial evidence that temporal dependence does affect the timing 
of military interventions and contributes to deployments, although this result is sen-
sitive to underlying geopolitical and prevailing strategic considerations and appears 
more likely under certain international regimes than others. When temporally depen-
dent clustering occurs, each military intervention heightens the risk of another inter-
vention in the near future. Importantly, even a small amount of temporal dependence 
between interventions could have a sizeable effect on the number of deployments and 
the demands placed on military personnel if this heightened risk aggregates over sev-
eral periods or leads to multiple overlapping interventions. However, because tempo-
ral dependence is probabilistic and because resources are constrained, the growth of 
intervention clusters will not be infinite, and the risk for additional interventions will 
return to the mean over time. The report has also highlighted potential implications of 
temporal dependence for force planning and strategic decisions about the use of force 
and suggested some initial ways that temporal dependence might be addressed both 
quantitatively and qualitatively in planning and decisionmaking processes using the 
empirical results from Chapter Three.

The estimates and suggestions included here, however, are only a starting point. 
Additional data collection and empirical analyses could provide refined estimates of 
temporal dependence that are specific to particular types of deployments and could be 
used to disentangle the many possible mechanisms and drivers of temporally depen-
dent clustering described in previous chapters. These types of estimates and insight 
are required to make the finding of temporal dependence actionable for policymakers. 
Producing these estimates would require at least three types of additional data. First, 
it will be necessary to investigate past intervention clusters in detail, looking at the 
types of activities involved in each, the timing and proximate trigger of each interven-
tion, the evolution of each deployment, and the ways in which events in the deploy-
ment cluster were directly and indirectly related. This information will aid assessment 
of whether events during one military intervention directly contribute to the advent 
or necessity of the second. Additional data will also be needed on the domestic politi-
cal processes that preceded and accompanied each deployment in the cluster. To the 
extent possible, this will include the political debates over the intervention, the implicit 
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and stated rationales for the deployment, any existing opposition arguments, and any 
other political or economic dynamics that might have encouraged the deployment. 
The statements U.S. political and military leaders made before each intervention in a 
cluster may also be important, since they may reveal or create commitments that lock 
in future interventions Finally, it will be necessary to explore the systemic political 
and economic situation at the time of the intervention clustering, including the distri-
bution of power, the relative status of the United States and domestic perceptions of 
this status, and the trend in U.S. relative power leading up to the intervention. This 
would include identifying suitable proxy variables for characteristics of the geopolitical 
regime, which may explain its strong relationship with the likelihood and strength of 
clustering between military interventions.

In addition to the collection of additional data that refines the coding of inter-
ventions, there are several other ways to improve the understanding and estimates of 
temporal dependence in this report. First, existing estimates of temporal dependence 
can be refined with the inclusion of some additional controls, including more-sensitive 
measures of global economic conditions and of U.S. capabilities. For example, variables 
that measure U.S. interests as represented in United Nations votes relative to allies, 
competitors, countries in which it might intervene, and vote outcomes could provide 
a better relative measure of U.S. goals and status than the CINC score alone. It also 
may be valuable to assess whether a more disaggregated measure of political instability 
that considers the effects of intrastate conflict, interstate disputes, and political insta-
bility (riots, coups) separately is more strongly related to intervention timing. Second, 
as described above, vector autoregression and vector error correction models can be 
used to provide more useful insight into how changes in number of interventions in 
one period (or other variables, such as instances of instability or economic growth) 
affect the number of interventions over subsequent periods. Impulse-response func-
tions would provide insight into the timing, duration, and magnitude of any temporal 
dependence that may contribute to more-sensitive force planning decisions. A third 
refinement to the existing work would be to provide a more disaggregated estimate 
of temporal dependence that considers deployment type. This will require some addi-
tional qualitative research to properly define relevant types of interventions and to 
assign interventions in the data set to these categories. Similarly, it may be possible 
to explore region-specific clusters that would tie this work to that focused on regional 
clusters in instability and conflict.
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