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Executive Summary 

The objective of this award was to build a scalable and extensible Earth System Model 
that can be used to study climate change science.  That objective has been achieved with 
the public release of the Community Earth System Model, version 1 (CESM1).  In 
particular, the development of the CESM1 atmospheric chemistry component was 
substantially funded by this award, as was the development of the significantly improved 
coupler component.  The CESM1 allows new climate change science in areas such as 
future air quality in very large cities, the effects of recovery of the southern hemisphere 
ozone hole, and effects of runoff from ice melt in the Greenland and Antarctic ice sheets. 
Results from a whole series of future climate projections using the CESM1 are also freely 
available via the web from the CMIP5 archive at the Lawrence Livermore National 
Laboratory.  Many research papers using these results have now been published, and will 
form part of the 5th Assessment Report of the United Nations Intergovernmental Panel on 
Climate Change, which is to be published late in 2013.   

Accomplishments and Project Activities 

The abstract of the proposal for this award states, “Our challenge for SciDAC is to 
transform an existing, state-of-the-science third generation global climate model, the 
Community Climate System Model (CCSM), to create a first generation Earth system 
model that fully simulates the coupling between the physical, chemical, and 
biogeochemical processes in the climate system. The model will incorporate new 
processes necessary to predict future climates based on the specification of greenhouse 
gas emissions rather than specification of atmospheric concentrations, as is done in
present models that make assumptions about the carbon cycle that are likely not valid. 
We will include comprehensive treatments of the processes governing well-mixed 
greenhouse gases, natural and anthropogenic aerosols, the aerosol indirect effect and 
tropospheric ozone for climate change studies. We will improve the representation of 
carbon and chemical processes.”  All of these goals have been accomplished in that the 
CESM1 has been used to study many new scientific problems that could not be studied 
using the CCSM4.  In particular, the most recent version of the atmosphere component, 
CAM5, includes new prognostic equations for aerosols and the formation of clouds now 
depends on the quantity and size of these aerosols.  Therefore, the indirect effect of 
aerosols is included in coupled climate runs using the CAM5.  CAM5 also includes the 
latest versions of both the full chemistry component and the fast chemistry component. 
The CESM1 has biogeochemistry modules in both the ocean and land components, and 
the atmosphere component advects the biogeochemistry tracers around.  The CESM1 has 
been run over the 20th Century when greenhouse gas emissions have been specified, and 



the atmosphere concentration of greenhouse gases is then predicted, rather than specified. 
However, funding from this award has only been used to develop the new atmosphere 
chemistry component, and not to develop the CAM5 or the biogeochemistry modules. 

In addition, the proposal abstract states, “These additions are not possible unless we also 
improve the software and testing framework of the CCSM to enable the rapid integration 
and evaluation of new components. To focus these efforts, specific integration tasks are 
proposed: inclusion of a new ice sheet model, more flexible horizontal and vertical grids 
and advanced dynamical formulations. Integration and evaluation work will rely on 
collaboration with other SciDAC Centers for Enabling Technologies and Scientific 
Application Partnerships.”  Funding from this award has been used to support members 
of the CESM Software Engineering Group, with the following accomplishments.  An 
important part of the CCSM4 and CESM1 model releases has been the new coupler 
infrastructure, CPL7.   It consists of a single executable design that provides flexibility in 
running the CESM components sequentially, concurrently, or in a mixed sequential–
concurrent mode.  This flexibility is achieved through the introduction of a top-level 
driver that runs on every computer processor and controls the time sequencing, processor 
concurrency, and exchange of state information and fluxes between components.  In 
CPL7, all model components and the coupler itself can run on potentially overlapping 
processor subsets.  This design permits the model system to have greatly increased 
flexibility to achieve the model component layout that optimizes the overall performance 
and efficiency of the model.  The CCSM4 and CESM1 also include a new scripting 
system that permits the user to easily specify the processor layout of the model 
components, and is also accompanied by informative timing utilities.  Together, these 
tools enable a user to create a wide variety of 'out of the box' experiments for different 
model configurations and resolutions, and also to determine the optimal load balance for 
those experiments to ensure maximum throughput and efficiency on a wide variety of 
DOE and NSF supercomputers.  The new CPL7 infrastructure is a significant advance on 
the old CCSM3 coupler, where all components were constrained to run as separate 
executables on unique processor sets, and there was no concept of a top-level driver. 

A new ice sheet component has also been released as part of the CESM1, but it's 
development has not been funded by this DOE award.  However, control and 20th Century 
runs of the CESM1 have been completed where the Greenland ice sheet is interactively 
coupled into the predicted simulation.  Thus, as the atmosphere warms, ice in Greenland 
starts to melt and the melt enters the ocean around Greenland by means of the river 
routing scheme in the model.  This is one of the first occasions where an interactive ice 
sheet model has been run as part of a fully interactive, quite high resolution climate 
model.  The ice sheet model development has been overseen by the Land Ice Working 
Group, which was a new addition to the CESM working groups about three years ago. 

In summary, all of the goals outlined in the proposal for this award have been achieved. 
However, this award has partially funded only the new atmosphere chemistry and coupler 
components, and not the other new component developments that were an integral part of 
the development of the CCSM into a full Earth System Model, the CESM. 
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