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1 T echnical P rogress

The overall th ru st of our work is to  combine the applied m athem atics focus, nu­
merical optim ization, and the physics focus, sta te  and param eter estim ation, of the 
principals to  make contributions to  the use of variational m ethods in the evaluation 
of models of core interest in DOE problems.

To date these scientific problems include: (a) the upgrading of existing num er­
ical optim ization software to  the use of Hessian information, (b) the extension of 
these programs for use on parallel and GPU computers, (c) the extension of the 
m ethods for use on partial differential equations (PDEs) of interest in geophysical 
fluid dynamics—with a special interest in numerical weather prediction and climate 
modeling, and (d) the extension of the variational m ethods to  allow the calculation 
of uncertainty. This perm its the estim ation of states and param eters which has been 
the core focus of our efforts but also the evaluation of RMS variations about these 
mean states and param eters which now allows a quantification of the uncertainty 
(QU) in the ou tputs of these models. To the extent th a t the use of models in the 
description of complex processes, climate prediction, combustion reactions, weather 
forecasting, etc, im pacts policy decisions, our new capabilities in QU will play an 
im portant role.

W hile each P I has worked on their own aspect of these problems, we meet on a 
regular basis both  w ith each other and w ith each o ther’s students to  make sure th a t 
progress in each area is incorporated in the overall research.

1 .1  A b a r b a n e l

In this reporting period we have further developed the script used for an interface 
w ith numerical optim ization packages and used th a t to  explore design of experiments 
on neural circuits using a variety of stimuli. The m ethods for using numerical

1



optim ization front-end scripts allowing m inimization of nonlinear functions f ( x )  
subject to  ordinary differential equations satisfied by x(t )  is summarized in the 
paper [f f] by Bryan Toth, a UCSD Physics graduate student of Abarbanel.

In a series of papers subm itted to  the journal Biological Cybernetics, w ritten 
along with the members of the University of Chicago Laboratory of Professor Daniel 
M argoliash, “Dynamical Estim ation of Neuron and Network Properties I: Varia­
tional M ethods,” Bryan A. Toth, M ark Kostuk, C. Daniel Meliza, and Henry D.
I. Abarbanel, we have tested the optim ization m ethods of Dynamical S tate and 
Param eters E stim ation (DSPE) on a standard  set of neurobiological models in an 
effort to  design experiments th a t would allow us to  determ ine all the param eters 
and unobserved sta te  variables in a current model for the observations carried out 
in the M argoliash Laboratory in April and May, 2011. The lessons learned in th a t 
paper are now being applied to  the da ta  from th a t laboratory.

The extension of th a t work requires numerical calculations th a t are often best 
done in parallel. We have explored the use of GPU  com puting m ethods for this 
purpose, and as reported in [12], we report speedups of up to  300 using GPU m ethods 
on the estim ation problems of interest to  us. These calculations utilize the CUD A 
extensions of C, C++, and Fortran  developed by NVIDIA, the designer of the GPU 
elements.

Based on th a t set of results, we joined the group of Professor Mike Holst of the 
Center for Com putational M athem atics (CCoM) in purchasing a 10-GPU cluster of 
GTX 580 devices from NVIDIA. This consists of three boxes, one the “head node” 
connected to  the user, and two nodes of 4 GPUs each for accelerating computing. 
One can easily add similar nodes as appropriate as they are connected together by 
10 G b/s Infiniband communications. Also as NVIDIA upgrades their GPU devices 
from the GTX 580 (with 512 CUD A nodes) we can easily upgrade the machine th a t 
will soon be installed in the CCoM chilled room at UCSD.

Finally, in this reporting period we have devised a self-consistent test of our 
m ethods for dynamical sta te  and param eter estim ation. Those m ethods, as all 
such m ethods, require an assum ption about the d istribution of errors in the m od­
els. We developed and tested a m ethod for identifying whether th a t assum ption 
is self-consistent with the estim ations made with the model and available data. A 
paper entitled “Self-Consistent Stochastic Model Errors in D ata  Assimilation,” by 
P I Abarbanel was subm itted to  the Q uarterly Journal of the Royal Meteorological 
Society in April, 2011.

Our plans for the next funding period include extending the successful scripts 
of Toth to  SN0PT and extending the existing work to  the analysis of d a ta  from the 
M argoliash laboratory as well as working w ith the shallow water equations which 
are the core of the PD Es within all large clim ate and weather models.

1 .2  G ill

Co-PI Gill has continued his work on the formulation, analysis and testing of opti­
mization m ethods for the estim ation of model param eters using the DSPE approach. 
The aim of this research continues to  be the form ulation algorithm s th a t can exploit
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highly parallel m ulticore and GPU  architectures w ith sufficient speed-up th a t the 
real- or near real-tim e estim ation of model param eters is possible.

In joint work w ith graduate student Elizabeth Wong, the Fortran  f90 interface 
SNCTRL [13] has been developed for the large-scale optim ization code SNOPT. The 
SNCTRL package converts the optim al control problem into a finite dimensional non­
linear program  by discretizing the ordinary differential equations using the m ethod 
of collocation. Two collocation m ethods are available in the SNCTRL interface, the 
trapezoid m ethod and the Hermite-Simpson m ethod. Once the problem has been 
discretized, the interface sets up the relevant structures and information needed by 
SNOPT. The large-scale QP software package icQP, which was developed in the first 
year of DOE funding, has been considerably revised and extended. Substantial nu­
merical results have been obtained using the the linear system solver packages MA57, 
MUMPS, PARDISO and UMFPACK. These results were obtained as part of Elizabeth 
W ong’s Ph.D . research, which she will defend in June 2011. In the next funding pe­
riod, additional results will be obtained on the 10-GPU cluster of GTX 580 devices 
by using solvers tailored to  exploit machines w ith GPU-based processing units.

W ith  regard to  theoretical developments, a new dual QP m ethod has been formu­
lated for solving convex quadratic program ming problems [10]. Work is underway 
to  use this m ethod in conjunction w ith a primal m ethod to  form ulate a new primal- 
dual m ethod for convex QP. This m ethod shows early promise of out-perform ing the 
criss-cross m ethod, which is the one of the best-known and widely used prim al-dual 
m ethods for QP. Dual m ethods are an im portant component of a general-purpose 
sequential quadratic program ming (SQP) toolbox for nonlinear optim ization. In 
mixed-integer nonlinear program ming (NLP) branch and bound m ethods it is nec­
essary to  solve a sequence of relaxed NLPs th a t differ by a single constraint. If the 
SQP m ethod is implemented w ith a dual QP solver, and is warm started  with the 
prim al-dual solution of the previous relaxation, then  the dual variables are feasible, 
and only one branched variable is infeasible. The infeasible variable can be moved 
towards feasibility immediately.

All m ethods developed under the auspices of this DOE award are form ulated so 
th a t regularization is both  implicit and autom atic. This is vital for the algorithms 
th a t employ of-the-shelf linear algebra because many solver packages are extremely 
fast, bu t are unable to  control ill-conditioning or detect singularity. Unfortunately, 
over the course of many hundreds of iterations, performed with m atrices of varying 
degrees of conditioning, an SQP m ethod can place even the most robust equation 
solver under considerable stress. (Even a relatively small collection of difficult prob­
lems can test the reliability of a solver. Gould, Scott, and Hu: A Numerical Eval­
uation o f Sparse Direct Solvers fo r  the Solution o f Large Sparse Sym m etric Linear 
System s o f Equations, A C M  Trans. Math. Software, 33 (2007), pp. Art. 10, 32, 
report th a t none of the 9 general-purpose solvers tested was able to  solve all of the 
61 systems in their collection.)

Two new regularized QP m ethods have been developed for general quadratic 
programming. These m ethods are both  “single-phase” m ethods in the sense th a t no 
separate phase-one procedure is needed to  find a feasible point for the constraints. 
Single-phase m ethods move towards feasibility and optim ality simultaneously.
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The advanced QP solvers discussed above are to  be used in conjunction with 
new SQP m ethod [16] developed jointly  w ith Daniel Robinson at Johns Hopkins 
University. The proposed m ethod employs a prim al-dual generalized augmented 
Lagrangian line-search m erit function  [8] to  obtain a sequence of improving esti­
m ates of the solution. This function is a prim al-dual variant of the conventional 
augm ented Lagrangian proposed by Hestenes and Powell in the early 1970s. Gill 
and Robinson show th a t each subproblem  is equivalent to  a quadratic program  with 
regularized constraints. A crucial feature of this m ethod is th a t the QP subproblem 
is convex, bu t formed from the exact Hessian of the Lagrangian. This is in con­
tra s t to  SNOPT, which uses a less accurate quasi-Newton approxim ation. Additional 
benefits of this approach include: (i) the ability to  control the quality of the dual 
variables during the solution of the subproblem; (ii) the availability of improved dual 
estim ates on early term ination of the subproblem; and (iii) the ability to  regular­
ize the subproblem  by imposing explicit bounds on the dual variables. Prelim inary 
numerical experiments on a subset of problems from the CU TEr test collection in­
dicate th a t the proposed SQP m ethod is significantly more efficient than  our current 
SQP package SNOPT.

2 K ey  A ccom p lish m en ts

•  A new theoretical framework for the form ulation of active-set m ethods for gen­
eral quadratic program ming (QP) has been developed [8,9]. This framework 
defines a class of m ethods in which a prim al-dual search pair is the solution 
of an equality-constrained subproblem  involving a “working set” of linearly 
independent constraints. This framework may be considered in the context of 
two classes of active-set m ethod for quadratic programming: binding-direction 
methods and nonbinding-direction methods. Broadly speaking, the working set 
for a binding direction m ethod consists of a subset of the active constraints, 
whereas the working set for a nonbinding direction m ethod may involve con­
straints th a t need not be active (nor even feasible).

This framework has allowed us to  recast a binding-direction m ethod for gen­
eral QP first proposed by Fletcher in 1971, as a nonbinding-direction m ethod. 
This reformulation gives the prim al-dual pair as the solution of a so-called 
KKT-system of linear equations th a t is formed from the QP Hessian and the 
gradients of the constraints in the working set. It is shown th a t, under cer­
ta in  circumstances, the solution of this KKT-system may be updated using a 
simple recurrence relation, thereby giving a significant reduction in the num ­
ber of KKT systems th a t need to  be solved. The nonbinding direction m ethod 
has been extended to  quadratic programs with constraints in “standard  form ” , 
where the inequality constraints are simple upper and lower bounds on the vari­
ables. It is shown th a t in the special case of a convex QP with zero quadratic 
term , the m ethod is equivalent to  a variant of the primal simplex m ethod in 
which the vr-values and reduced costs are updated at each iteration.

A new m ethod for convex quadratic program ming has been developed th a t
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applies a nonbinding direction m ethod to  a certain regularized dual quadratic 
program. The resulting m ethod does not require the assum ption of strict 
convexity and gives a m ethod equivalent to  the dual simplex m ethod when 
applied to  a QP w ith a zero quadratic term . In addition to  its proposed 
use w ithin an SQP solver for optim al tracking, the m ethod is particularly 
useful for use with branch and bound techniques in mixed-integer nonlinear 
program ming [9].

•  An im portant supplem ental activity has been the development of software em­
bodying the above algorithm s and its dissem ination w ithin the m anufacturing, 
engineering and scientific community. Many of the algorithm s developed un­
der the auspices of this award are implemented in the software package icQ P, 
which is designed for the solution of general and convex quadratic program ­
ming problems. This code has been implemented and tested w ith the linear 
system solver packages MAS7, MUMPS, PARDISO and UMFPACK. We are currently 
investigating the use of linear algebra packages th a t can exploit GPU-based 
architectures. The QP solvers will form the basis of new Fortran  2003 SQP 
software based on the use of interoperable linear solvers.

•  We have user-friendly software th a t acts as a front-end to  numerical optim iza­
tion packages such as SNOPT and IPOPT. These perm it the user to  specify the 
desired equations of motion for the problem and the objective function to  be 
minimized to  establish param eter and states for the observed system. The 
front-ends allow all inform ation to  be introduced as ASCII input, and using 
symbolic packages such as Python, create a working program  in Fortran  or 
C++ to solve the problem at hand. This m aterial will be published soon, and 
it is available on request from the Pis.

•  We have developed an exact form ulation of the sta te  and param eter estim ation 
problem in the form of a path  integral. The saddle pa th  integration of the 
path  integral is precisely the variational problem we have been solving using 
the numerical optim ization packages SNOPT and IPOPT.

•  The path-integral form ulation allows the evaluation of the uncertainty in the 
estim ation of states and param eters, thus perm itting any policy decisions 
based on the models to  incorporate error bars and probabilistic forecasts, and 
a natural outcome of the model.
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1 T echnical P rogress

The overall th ru st of our work is to  combine the applied m athem atics focus, nu­
merical optim ization, and the Physics focus, sta te  and param eter estim ation, of the 
principals to  make contributions to  the use of variational m ethods in the evaluation 
of models of core interest in DOE problems.

To date these scientific problems include: (a) the upgrading of existing num er­
ical optim ization software to  the use of Hessian information, (b) the extension of 
these programs for use on parallel and GPU computers, (c) the extension of the 
m ethods for use on partial differential equations (PDEs) of interest in geophysical 
fluid dynamics—with a special interest in numerical weather prediction and climate 
modeling, and (d) the extension of the variational m ethods to  allow the calculation 
of uncertainty. This perm its the estim ation of states and param eters which has been 
the core focus of our efforts but also the evaluation of RMS variations about these 
mean states and param eters which now allows a quantification of the uncertainty 
(QU) in the ou tputs of these models. To the extent th a t the use of models in the 
description of complex processes, climate prediction, combustion reactions, weather 
forecasting, etc, im pacts policy decisions, our new capabilities in QU will play an 
im portant role.

W hile each P I has worked on their own aspect of these problems, we meet on a 
regular basis both  w ith each other and w ith each o ther’s students to  make sure th a t 
progress in each area is incorporated in the overall research.

1 .1  A b a r b a n e l

Entering this reporting period, we had been focused on the use of numerical opti­
mization m ethods for the solution of problems best posed as follows:

•  given d a ta  zi(t); I = 1, . . . ,  L  from an experiment or field observations taken 
over a tim e period {to, ■ ■ ■ , T} ,  and
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•  given a physically based model

dy^  = Fa ( y ( t ) , p ); a = 1 , 2 , . . . ,  D  > L,

•  determ ine the states of the model y  (T) and the fixed param eters of the model 
by minimizing

C ( y ( T ) , p )  =  ^ E  E  (**(*) -  yi(t ))2,
t=to 1=1

subject to  the dynamical equations as equality constraints.

We have created “front ends” for the solution of this problem for both  S n o p t  
and I p o p t , the first created by Gill and collaborators, and the second a product 
of work at Carnegie-Mellon and IBM. The front ends perm it entry in plain ASCII 
form at of the equations to  be solved, the bounds on searches over states and pa­
ram eters, and the d a ta  to  be presented to  the model. The programs then  forms 
all Jacobian m atrices and Hessian m atrices required for the numerical optim ization 
software; orders all the input ingredients to  the numerical optim ization software; and 
produces, either in Fortran  or C++, source code th a t uses the core of the numerical 
optim ization programs to  perform the optim ization.

The application of these m ethods using S n o p t  has been reported in the publi­
cations a t the end of this report. The prim ary use of the m ethods, called DSPE, 
has been in small electrical circuit problems, including a detailed analysis of exper­
iments on a chaotic circuit, and the analysis of small and sizeable (up to  D  = 100) 
geophysical problems. The la tter is our s ta rt towards the application of the m ethods 
to  large geophysical problems (climate and weather prediction) and other problems 
form ulated in term s of PDEs.

The main new direction for the analysis of states and param eters has been to 
situations where u n certa in ty  is an essential element: the d a ta  is noisy, the equa­
tions of m otion have finite resolution or are embedded in a noisy environment, and 
the sta te  of the system at the tim e d a ta  taking is started  is uncertain. The exact 
solution to  these problems has been expressed in term s of an integral along paths 
in sta te  space. This form ulation allows approxim ations to  be made w ithin an ex­
act integral representation of the required answers, and more im portantly  allows 
one to  evaluation the mean sta te  and param eters as well as RMS error bounds on 
these quantities. The saddle path  integration of the path  integral is precisely the 
variational principles we have been exploring to  date.

A very im portant aspect of the path  integral form ulation is the ability to  eval­
uate in a quantitative m anner the uncertainties in the estim ations of states and 
param eters. This opens up an ability to  quantify the uncertainty in the predictions 
of the models we use.

1 .2  G ill

Co-PI Gill has been involved in the development and testing of new algorithm s for 
the estim ation of model param eters using the DSPE approach. The aim is form ulate
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algorithm s th a t can exploit highly parallel multicore and GPU  architectures with 
sufficient speed-up th a t the real- or near real-tim e estim ation of model param eters 
is possible.

Sequential quadratic program ming m ethods and interior m ethods are two al­
ternative approaches to  handling inequality constraints in the large-scale nonlinear 
optim ization problems associated with discretized optim al tracking problems. Se­
quential quadratic program ming (SQP) m ethods find an approxim ate solution of a 
sequence of quadratic program ming (QP) subproblems in which a quadratic model 
of the Lagrangian function is minimized subject to  the linearized constraints. In te­
rior m ethods approxim ate a continuous path  th a t passes through a solution. Both 
interior m ethods and SQP m ethods solve a sequence of simpler subproblems—some 
of which may involve infeasible constraints. Both m ethods have an inner/ou ter iter­
ation structure in which the work for an inner iteration is dom inated by the cost of 
solving a large sparse system of symmetric indefinite linear equations. For an SQP 
m ethod, these equations are defined in term s of an evolving “active set” of the vari­
ables and constraints; for an interior m ethod, the equations have a fixed structure 
involving all the constraints and variables.

Research has focused on the form ulation and analysis of m ethods th a t are not 
subject to  the deficiencies of conventional m ethods on optim al tracking problems. 
The key to  the development of efficient m ethods in this context is the observation 
th a t each optim ization problem is ju st one of a hierarchy of problems associated 
w ith a hierarchy of discretization meshes. Each problem has a different size, but 
related sparsity structure. Our approach has been to  combine the best features 
of interior m ethods and SQP m ethods. Interior-point m ethods are very efficient 
when solving large “one-off” problems, in large part because the fixed structure 
of the equations makes it possible to  utilize sophisticated software developed by 
the linear algebra community. Moreover, interior m ethods can utilize the second 
derivatives of the problem functions and have a strong theoretical foundation th a t 
does not require the subproblem  to be solved exactly when the outer iterates are 
far from the solution. On the other hand, SQP m ethods provide a relatively reliable 
“certificate of infeasibility” when a subproblem  is infeasible (which common for a 
problem associated w ith a coarse mesh), Also, SQP m ethods require only one or two 
outer iterations when started  near the solution—a crucial property as the mesh is 
refined.

G raduate student E lizabeth Wong has been working on new quadratic program ­
ming m ethods th a t can be used in conjunction with interoperable linear equation 
solvers. Such m ethods allow the tim ely im plem entation of innovative solvers ta i­
lored to  advanced com puter architectures, such as machines with GPU-based pro­
cessing units. In a parallel study, graduate student Anna Shustrova has focused 
on using interior m ethods for the solution of the QP subproblem. This approach 
involves a sequence of unconstrained problems in which a new prim al-dual modified 
barrier function is minimized. The new function has the crucial property th a t if 
good estim ates of the Lagrange multipliers are known (e.g., from the previous SQP 
subproblem) then the barrier function may be minimized w ith one unconstrained 
minimization.
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The advanced QP solvers discussed above are to  be used in conjunction with 
new SQP m ethods based on the solution of a sequence of unconstrained subprob­
lems. This type of m ethod, first proposed by Fletcher in the late 1980’s, has strong 
convergence properties bu t suffers from the disadvantage th a t the unconstrained 
function is not differentiable. This lack of smoothness makes the subproblem  hard 
to  solve and may cause slow convergence near the solution. A sequential uncon­
strained optim ization algorithm  has been form ulated in which the objective function 
is a smooth unconstrained function first proposed by Gill and Robinson [8]. This 
function is a prim al-dual variant of the conventional augmented Lagrangian pro­
posed by Hestenes and Powell in the early f970s. Gill and Robinson show th a t each 
unconstrained subproblem  is equivalent to  a quadratic program  w ith regularized 
constraints. This implicit regularization makes the m ethod particularly appropriate 
for use w ith the QP m ethods developed by Gill and Wong because the “black-box” 
solvers th a t are crucial for efficiency do not have a consistent way of treating  ill- 
conditioned or singular equations.

2 K ey  A ccom p lish m en ts

•  A new theoretical framework for the form ulation of active-set m ethods for gen­
eral quadratic program ming (QP) has been developed [8,9]. This framework 
defines a class of m ethods in which a prim al-dual search pair is the solution 
of an equality-constrained subproblem  involving a “working set” of linearly 
independent constraints. This framework may be considered in the context of 
two classes of active-set m ethod for quadratic programming: binding-direction 
methods and nonbinding-direction methods. Broadly speaking, the working set 
for a binding direction m ethod consists of a subset of the active constraints, 
whereas the working set for a nonbinding direction m ethod may involve con­
straints th a t need not be active (nor even feasible).

This framework has allowed us to  recast a binding-direction m ethod for gen­
eral QP first proposed by Fletcher in 1971, as a nonbinding-direction m ethod. 
This reformulation gives the prim al-dual pair as the solution of a so-called 
KKT-system of linear equations th a t is formed from the QP Hessian and the 
gradients of the constraints in the working set. It is shown th a t, under cer­
ta in  circumstances, the solution of this KKT-system may be updated using a 
simple recurrence relation, thereby giving a significant reduction in the num ­
ber of KKT systems th a t need to  be solved. The nonbinding direction m ethod 
has been extended to  quadratic programs with constraints in “standard  form ” , 
where the inequality constraints are simple upper and lower bounds on the vari­
ables. It is shown th a t in the special case of a convex QP with zero quadratic 
term , the m ethod is equivalent to  a variant of the primal simplex m ethod in 
which the vr-values and reduced costs are updated at each iteration.

A new m ethod for convex quadratic program ming has been developed th a t 
applies a nonbinding direction m ethod to  a certain regularized dual quadratic 
program. The resulting m ethod does not require the assum ption of strict
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convexity and gives a m ethod equivalent to  the dual simplex m ethod when 
applied to  a QP w ith a zero quadratic term . In addition to  its proposed 
use w ithin an SQP solver for optim al tracking, the m ethod is particularly 
useful for use with branch and bound techniques in mixed-integer nonlinear 
program ming [9].

•  An im portant supplem ental activity has been the development of software em­
bodying the above algorithm s and its dissem ination w ithin the m anufactur­
ing, engineering and scientific community. Many of the algorithm s developed 
under the auspices of this award are implemented in the software package 
ICQP, which is designed for the solution of general and convex quadratic pro­
gram m ing problems. This code has been implemented and tested w ith the 
linear system solver packages MA57, MUMPS, PARDISO and UMFPACK. We 
are currently investigating the use of linear algebra packages th a t can exploit 
GPU-based architectures. The QP solvers will form the basis of new Fortran  
2003 SQP software based on the use of interoperable linear solvers.

•  We have user-friendly software th a t acts as a front-end to  numerical optim iza­
tion packages such as S n o p t  and I p o p t . These perm it the user to  specify 
the desired equations of m otion for the problem and the objective function to 
be minimized to  establish param eter and states for the observed system. The 
front-ends allow all inform ation to  be introduced as ASCII input, and using 
symbolic packages such as Python, create a working program  in Fortran  or 
C++ to solve the problem at hand. This m aterial will be published soon, and 
it is available on request from the Pis.

•  We have developed an exact form ulation of the sta te  and param eter estim ation 
problem in the form of a path  integral. The saddle pa th  integration of the 
path  integral is precisely the variational problem we have been solving using 
the numerical optim ization packages S n o p t  and I p o p t .

•  The path  integral form ulation allows the evaluation of the uncertainty in the 
estim ation of states and param eters, thus perm itting any policy decisions 
based on the models to  incorporate error bars and probabilistic forecasts, and 
a natural outcome of the model.
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