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Abstract
Many detection and attribution and pattern scaling studies assume that the global climate response to
multiple forcings is additive: that the response over the historical period is statistically indistinguish-
able from the sumof the responses to individual forcings. Here, we use theNASAGoddard Institute
for Space Studies (GISS) andNational Center for Atmospheric ResearchCommunity Climate System
Model (CCSM4) simulations from theCMIP5 archive to test this assumption formulti-year trends in
global-average, annual-average temperature and precipitation atmultiple timescales.Wefind that
responses inmodels forced by pre-computed aerosol and ozone concentrations are generally additive
across forcings. However, we demonstrate that there are significant nonlinearities in precipitation
responses to different forcings in a configuration of theGISSmodel that interactively computes these
concentrations fromprecursor emissions.We attribute these to differences in ozone forcing arising
from interactions between forcing agents. Our results suggest that attribution to specific forcingsmay
be complicated in amodel with fully interactive chemistry andmay providemotivation for other
modeling groups to conduct further single-forcing experiments.

1. Introduction

The Coupled Model Intercomparison Project, currently
in Phase 5 (hereafter CMIP5) aims to further our under-
standing of past, present, and future climate changes [1].
An important goal of the project is to standardize the
output of multiple independently-developed climate
models and make simulations freely available. This
enables robust comparisons of different models and
allows the scientific community to explore climate
responses to external factors in amulti-model context.

The modeling groups participating in CMIP5 per-
form a standard set of experiments. Nearly all models
submit an ensemble of ‘historical’ simulations over a
common period (1850–2005). During this time, mul-
tiple physical drivers affected the balance between
incoming solar energy and energy re-radiated into

space. Such changes in the energy balance are known
as ‘radiative forcings’, and the physical drivers that give
rise to them are commonly referred to as ‘forcing
agents’ or simply ‘forcings’.

The field of climate change detection and attribu-
tion (hereafter D&A; [2]) seeks to identify the effects of
various forcings on the climate system. D&A is gen-
erally a three-step process: first, we identify expected
climate changes in response to a particular forcing—
the ‘fingerprint’ of that forcing agent. Second, we
determine whether the fingerprint is present in the
observational record, and whether a signal of forced
climate change is detectable above a noisy background
of purely natural internal climate variability. Third, we
compare the observed signal to that which emerges
from climate models in order to attribute detected
climate changes to particular forcings (see e.g. [3]).

OPEN ACCESS

RECEIVED

30 July 2015

REVISED

16 September 2015

ACCEPTED FOR PUBLICATION

17 September 2015

PUBLISHED

14October 2015

Content from this work
may be used under the
terms of theCreative
CommonsAttribution 3.0
licence.

Any further distribution of
this workmustmaintain
attribution to the
author(s) and the title of
thework, journal citation
andDOI.

© 2015 IOPPublishing Ltd

http://dx.doi.org/10.1088/1748-9326/10/10/104010
mailto:kate.marvel@nasa.gov
http://crossmark.crossref.org/dialog/?doi=10.1088/1748-9326/10/10/104010&domain=pdf&date_stamp=2015-10-14
http://crossmark.crossref.org/dialog/?doi=10.1088/1748-9326/10/10/104010&domain=pdf&date_stamp=2015-10-14
http://creativecommons.org/licenses/by/3.0
http://creativecommons.org/licenses/by/3.0
http://creativecommons.org/licenses/by/3.0


Realistic historical simulations must include both
natural forcings (like solar changes and volcanic erup-
tions) and anthropogenic forcings (such as increased
aerosols, stratospheric ozone depletion, land cover
change, and greenhouse gases). In order to attribute
changes over this period, many modeling groups per-
formed simulations with varied subsets of these for-
cings. Most commonly, modeling groups submitted
simulation output forced only by historical green-
house gas concentrations (the ‘historicalGHG’
archive) or by natural forcings alone (‘historicalNat’).
Amore limited number of simulations forced by other
historical forcings or combinations of forcings were
submitted to the CMIP5 ‘historicalMisc’ archive; an
overview can be found online at http://cmip-pcmdi.
llnl.gov/cmip5/docs/historical_Misc_forcing.pdf.

A key assumption in many D&A studies, particu-
larly those that use multiple linear regression to iden-
tify the signals of different forcings (e.g. [4, 5]), is that
the sum of the climate responses to all individual for-
cings (or subsets of forcings) is statistically indis-
tinguishable from the response in the all-forcing
‘historical’ simulations. Whether the climate response
is indeed additive across multiple forcings has there-
fore been an active area of study (e.g. [6–8]). The litera-
ture suggests that additivity may indeed hold at large
scales over the historical period for specific variables
and for specific subsets. Reference [9] found no sig-
nificant difference between simulated historical tem-
perature trends and the sum of trends in models
forced by natural and anthropogenic forcings sepa-
rately. Reference [10] found that additivity holds at
global scales during the historical period, but breaks
down in certain RCP scenarios. Reference [11], how-
ever, tested the assumption of linear additivity for
variables associated with the energy budget and hydro-
logical cycle, and found that the responses to CO2 and
(large) solar forcings are generally not additive.

In this paper, we rely on the freely available CMIP5
‘historicalMisc’ archive to test whether the historical
global temperature and precipitation responses
are statistically indistinguishable from the sum of
responses in the relevant single-forcing experiments
(detailed information for this repository is available at
http://esdoc.org).

2.Methods

Only twomodeling groups submitted the full comple-
ment of CMIP5 single-forcing simulations necessary
to test the hypothesis of additivity across: the NASA
Goddard Institute for Space Studies (GISS) ModelE2
[12] and the NCAR Community Climate System
Model, version 4.0 (CCSM4) [13]. In this paper, we
use results from the GISSmodel coupled to the Russell
ocean model (GISS-E2-R). Other modeling groups
supplied separate simulations forced with anthropo-
genic or natural forcings only, but we aim to test for

additivity across different anthropogenic forcings, and
are thus restricted to output from two modeling
groups.

The GISS group submitted two configurations of
the GISS-E2-R model: a non-interactive physics con-
figuration (GISS-NINT, denoted as ‘p1’ according to
the CMIP5 nomenclature) in which aerosol and ozone
concentrations are provided as inputs to the model
and the aerosol indirect effect is parameterized; and a
‘Tracers, Chemistry, Aerosols Direct/Indirect Effect’
configuration in which aerosol concentrations and
atmospheric chemistry are calculated interactively
from transient emissions inventories and the aerosol
impact on clouds is calculated (GISS-TCADI, denoted
as ‘p3’) [14]. As in GISS-NINT, CCSM4 is forced with
pre-computed concentrations of ozone and aerosols.
All model output was submitted to the CMIP5 reposi-
tory and is available for download on the Earth Sys-
temGrid.

For the non-interactive models GISS-NINT and
CCSM4, the CMIP5 archive contains five-member
ensembles of simulations forcedwith:

Nat Natural forcings (solar and volcanic) only;

LU Land use changes only (due to changes in
surface albedo from time-varying changes to the
area and locations of crops and pasture);

Oz Ozone only, using pre-computed decadal-
meanozone concentrations including stratospheric
depletion and tropospheric increases over the 20th
century;

AA Anthropogenic tropospheric aerosol
concentrations;

GHG Well-mixed greenhouse gas concentrations;

HistHistorical simulations forced with all of the
above.

Because GISS-TCADI uses an interactive chem-
istry model to convert emissions into concentrations,
the single-forcing experimental setup was different.
Here, the CMIP5 archive contains five-member
ensembles of simulations forcedwith:

Nat Natural forcings (solar and volcanic) only

LU Land use changes only. Here, we use the GISS-
NINT ensemble, since no separate ‘LU’-TCADI
simulations were performed. However, LU changes
result in very small trends in global-mean tempera-
ture and precipitation over the historical period,
and because theGISS-TCADImodel does not allow
for temporal changes in anthropogenic dust
sources, we expect the responses to be similar in the
NINT andTCADImodels.

LLGHG Long-lived greenhouse gas emissions
(including CO2,N2O, andCFCs, but not CH4);
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AA Anthropogenic emissions of tropospheric
aerosol precursors;

ARG Anthropogenic emissions of reactive gases
(NOx, CO,VOCs, andCH4);

Hist Historical simulations forced with all of the
above.

Some additional forcing associated with orbital
changes is present in the GISS historical simulations,
but this has only a tiny impact on simulation over a
century time-scale [14]. We note that while CCSM4
performed separate solar-only and volcanic-only
simulations, equivalents are not available for the two
GISS configurations due to an error in the experi-
mental design of the initial volcanic-only output sub-
mitted. Details of all forcings are available in the
CCSM4 [13] andGISS [14]model documentation.

In this paper, we will simultaneously test two dif-
ferent hypotheses. First, we consider the null hypoth-
esis Hnoise: that the temperature or precipitation
trends from externally forced simulations are compa-
tible with purely internal climate variability, or ‘noise.’
IfHnoise can be ruled out with a particular level of con-
fidence, a trend is said to be detectable above the back-
ground of climate noise [2]. Second, we consider the
null hypothesis Hadd: that the responses to different
forcings are additive over the historical period. Specifi-
cally, we test whether global-average, annual-average
temperature and precipitation trends in the ensembles
of ‘historical’ experiments differ significantly from the
sum of trends in nF sets of single-forcing experiments
(hereafter ‘SUM’).

2.1. Are responses to different forcings detectable
above internal variability?
Hnoise is tested by reporting temperature and precipi-
tation trends in signal-to-noise units. This concept is
used in climate change detection and attribution
studies (e.g. [3, 15, 16], and allows us to apply basic
signal-processing methods to test significance. The
‘signal’ Sx(L) is defined as the L-length temporal trend
in global average, annual average x, where x is surface
air temperature (T) or precipitation (P). The signal
alone, reported in standard units (K or mm d−1 per
decade), provides no indication of the trend’s signifi-
cance with respect to internal climate variability. We
therefore normalize the signal by a measure of ‘noise’
Nx(L), i.e., the internal climate variability in variable x
estimated on the same time scale L. Following e.g. [17],
we obtain this noisemeasure by concatenating the first
200 yr of global-average, annual-average T and P for
all 34 pre-industrial control simulations in the CMIP5
multi-model archive, yielding a single 6800 yr time
series of unforced internal variability in variable x.
There are L6800⌊ ⌋ different non-overlapping L-
length segments in this time series. For each segment,
we calculate the ‘trend’ as the slope of the best-fit line.

A histogram of the resulting trends reveals that the
unforced trends are quasi-normally distributed about
the origin. The standard deviation Nx(L) of this
distribution thus constitutes a measure of internal
variability in L-length trends in global-average,
annual-meanT orP.

In obtaining the noise measure, we use con-
catenated output from all CMIP5 models, rather than
fromGISS-E2 or CCSM4models alone: using a longer
record ensures a larger sample size (i.e., trends inmany
non-overlapping L-length segments), the trend dis-
tribution histogram is smoother, and the standard
error of the distribution better approximates its stan-
dard deviation. This is particularly important for large
L: individual pre-industrial control simulations are
not long enough to provide sufficient samples for e.g.
distributions of century-scale trends.

The signal-to-noise ratio S L N L SNx x( ) ( ) º is
also quasi-normally distributed and, by construction,
has unit standard distribution. Using a conservative
2-tailed standard z-test, a signal is thus considered
detectable at the 95% (99%) confidence level if SN
exceeds 1.96 (2.56).

2.2. Are responses to different forcings additive?
We will also test the hypothesis that the ensemble
mean ‘historical’ trend μH is equal to the sum of the
mean trends μF of the nF = 5 single-forcing responses
(SUM):
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3. Results

3.1. Century-scale trends
We begin by calculating century-scale SN using
L = 100 yr trends in both T and P. In that case, the
unforced trend distribution includes 68 (6800/100)
samples, two per control simulation. For each model,
we calculate 1900–2000 temperature and precipitation
trends for the historical ensemble. Figure 1 shows
100 yr temperature (horizontal axis) and precipitation
(vertical) signal-to-noise ratios for each ensemble
member in CCSM4, GISS-NINT, and GISS-TCADI
single-forcing and historical ensembles. If SN lies
above or below the horizontal gray shaded region, the
100 yr precipitation trend differs significantly from
climate noise at 99% confidence; SN to the left or right
of the vertical gray shaded box indicates a temperature
trend significantly different from internal variability.
Figure 1 also shows the sum of the mean T and P SN
from single-forcing experiments, along with 99%
confidence intervals on the sums estimated from the
pooled standard distribution.

In CCSM4 and GISS-NINT, ozone forcing alone
yields positive 100 yr trends in both T and P. However,
these trends are small and, on average, undetectable
above noise in either model. By contrast, GHG-forced
T and P trends are positive and detectable above noise
in all three models. Aerosol-forced T and P trends are
negative. Ensemble average trends in simulations
forced with land use changes and natural forcings are
undetectable and compatible with zero in allmodels.

Table 1 lists the estimator ,ĝ the standard error,
the test statistic, and the p-value for Hadd in each
model. The results indicate that in all three configura-
tions examined, 1900–2000 historical temperature
and precipitation trends are additive across multiple
forcings; they do not differ significantly (at the 99%
confidence level) from the sum of global-mean,
annual-mean T or P trends in the single-forcing
experiments.

3.2. Additivity atmultiple time scales
External radiative forcings over the historical period
are neither constant nor monotonic, and different
forcings may dominate on different timescales and
at different times. We therefore test the additivity
hypothesis Hadd for sliding 5, 10, 20, 30, 50, and
100 year trends over time. Figure 2 shows the intervals
over which the sum of single-forcing temperature or
precipitation trends differs significantly (at the 99%
confidence level) from the historical trends.

In CCSM4 andGISS-NINT,Hadd generally cannot
be ruled out for long-term T or P trends of length
�50 yr. In GISS-TCADI, however,Hadd is rejected for
every consecutive 50 and 30 yr P trend late in the
record. The sum of precipitation trends in the single-

Figure 1. 1900–2000 single-forcing and historical ensemble
member temperature and precipitation signal-to-noise ratios
for (a)CCSM4 (b)GISS-NINT (c)GISS-TCADI. The 99%
significance levels for century-scale trends relative to internal
variability are shown as gray boxes. The purple box represents
the 99% confidence interval for the sumof single-forcingT
andP signal-to-noise ratios. The sumof themean single-
forcing responses is shown as awhite circle.
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forcing runs is systematically larger than the simulated
late historical precipitation trends in the GISS-TCADI
model, which incorporates an interactive chemistry
scheme.

3.3. Role of forcings
The strength and relative role of different forcings
changes with time, and identifying important forcings
at work late in the historical period may help to
attribute precipitation nonlinearities in the GISS-
TCADI model. To illustrate this, we focus on 30 yr
trends: an important timescale for detection and
attribution studies, as it is the approximate length of
many satellite datasets. For each single-forcing experi-
ment, and for the historical experiments, we calculate
overlapping ensemble-mean 30 yr SN beginning in
each year from 1900 to 1975. Figure 3 shows these
ratios for T and P, as well as the sum of ensemble-
average single-forcing SN for GISS-NINT and GISS-
TCADI.

In both GISS-NINT and GISS-TCADI, anthro-
pogenic aerosols and natural forcings result in nega-
tive 30 yr T and P trends. In GISS-NINT, greenhouse
gases and ozone forcing lead to positive 30 yr trends in
both T and p. Thirty year precipitation trends in the
GISS-NINTozone-only simulations are at their largest
toward the end of the record. We argue in section 3.4
that this likely reflects the impact of anthropogenic
stratospheric ozone depletion, which increases post-
1950 and peaks in the 1990s. Because GISS-TCADI is
forced by direct emissions and not concentrations,
there is no comparable ‘ozone-only’ simulation as in
the NINT models. Instead, ozone changes are calcu-
lated as the model runs from emissions of tropo-
spheric reactive gases (included in the ARG
simulations) and ozone depleting substances (inclu-
ded in the LLGHG simulations). The resulting ozone
concentrations in the historical (all forcings) TCADI
experiment were extensively compared to observa-
tions in [18]. They do not differ substantially from
ozone concentrations used in the GISS NINT histor-
ical experiment. The T and P 30 yr trends in the GISS-
TCADI LLGHG and ARG experiments are positive

later in the historical record, with amarked increase in
LLGHG30 yr precipitation trends later in the record.

In GISS-NINT, the historical signal-to-noise
ratios for both T and P track the sum of the single-for-
cing SN fairly well. This is not the case for the GISS-
TCADImodel where there are large differences in pre-
cipitation trends, particularly toward the end of the
record. TheGISS-TCADI sumof 30 yrP trends ending
in years from 1975–ca. 2000 exceed historical P trends
over the same years, and the difference is significant at
the 99% level for most of this period (figure 2(f)).
However, there are no significant differences between
the historical and SUM T trends in this model. It is
notable that these differences in precipitation trends
(but not temperature trends) emerge and persist dur-
ing the time period during which stratospheric ozone
depletion is expected to be increasing.

3.4. Role of ozone
The precipitation response to external forcing is
constrained by the availability of atmospheric water
vapor [22], by the ability of the troposphere to
radiatively balance the release of latent heat [19–21],
and by the energy available to drive evaporation at the
Earth’s surface [23–25]. Different forcings change the
tropospheric and surface energy balances in different
ways. Continuously increasing greenhouse gas emis-
sions, for example, result in smaller precipitation
increases than might be expected from the increase in
surface temperature alone [26, 27]. This is because
GHGs heat the atmospheric column, reducing the
ability of the atmosphere to balance the latent heat
released by precipitation with radiative cooling. Stra-
tospheric ozone depletion, by contrast, both reduces
instantaneous longwave forcing and increases the
shortwave flux reaching the surface [18]. This
increases the energy available to drive evaporation at
the surface, which is in turn compensated by increases
in precipitation.

In earlier GISS model simulations, low latitude P
was found to be sensitive to ozone-induced tempera-
ture changes in the vicinity of the tropopause [28].
Reference [18] found that ozone depletion and GHG
increase affect P differently, and that P changes do not
necessarily follow surface T trends. As noted above,
nonlinearities in precipitation trends in the GISS-
TCADI model appear during the height of historical
stratospheric ozone depletion. In this section, we
argue that this is due to differing ozone depletion rates
in the GISS-TCADI historical and SUM—differences
attributable to interactions between emissions that are
not captured in the single-forcing simulations.

If rates of ozone depletion differ in TCADI histor-
ical and SUM, statistically significant differences in
vertical temperature trends should appear, explaining,
at least partially, the differences in global precipitation
trends. To test this, we calculate 1970–2000 global-
mean, annualmean temperature trends for each single

Table 1.Tests of the additivity hypothesisHadd for global-average,
annual-average 1900–2000 temperature and precipitation signal-to-
noise ratios.

Model T̂g SE
T̂g tT p-value (T)

CCSM4 0.615 0.64 0.962 0.351

GISS-NINT 0.991 0.622 1.593 0.124

GISS-TCADI −1.016 0.795 −1.278 0.213

P̂g SE
P̂g tP p-value (P)

CCSM4 0.601 0.701 0.857 0.405

GISS-NINT 0.211 0.675 0.313 0.757

GISS-TCADI −1.434 0.822 −1.743 0.094
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forcing ensemble at every model vertical level in GISS-
NINT (figure 4(a)) and GISS-TCADI (figure 4(b)).
Confidence intervals are then calculated for the result-
ing sums of trends at each vertical level, and compared
to the average trends in the historical ensembles. In
both GISS-NINT and GISS-TCADI, the 99% con-
fidence intervals overlap for pressure levels above (alti-
tudes below) 200mb. However, we note a significantly
larger cooling trend aloft in the sum of GISS-TCADI
single-forcing simulations than in the GISS-TCADI
historical ensemble. No such difference is apparent in
the non-interactiveGISS-NINT simulations.

In GISS-NINT (as well as CCSM4), SUM ozone
concentrations are identical to ozone concentrations
in the historical ensemble by construction. In GISS-
TCADI, however, ozone concentrations are calculated
from specified emissions of ozone-depleting sub-
stances (such as CFCs) and tropospheric precursor
gases (such as CH4). Figure 4(c) shows 1970–2000
trends in the odd oxygen Ox mass in GISS-TCADI,

which is dominated by ozone changes. While histor-
ical and SUM trends are similar below the tropopause,
they differ significantly in the stratosphere.

We suggest that these differences may be attribu-
table to nonlinear interactions between chemical com-
pounds related to individual forcing agents. For
example, nitrogen oxides (NOx) play a dominant role
in the ozone chemistry of the lowermost stratosphere.
These are primarily produced in the stratosphere from
nitrous oxide (N2O; included in the LLGHG simula-
tion), butNOx andNOy can also enter the stratosphere
from the troposphere where their anthropogenic
sources are largely related to direct emissions (inclu-
ded in the ARG simulation). While NOx can catalyti-
cally destroy ozone in the lower stratosphere, theymay
also lead to increased ozone due to removal of hydro-
gen or chlorine oxides via formation of reservoir spe-
cies. Hence the impact of additional NOx can be highly
non-additive depending on how the background
abundance compares with the sequestration capacity

Figure 2.Time intervals (x-axis) over whichHadd is rejected at 99% confidence for varying length global and annual averageT andP
trends. The color indicates themagnitude of the difference between the ensemblemean historical SN and the sumof ensemblemean
single-forcing SNs.
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[29]. Other interactionsmay also play a role: for exam-
ple, methane (included in ARG simulations)may react
with chlorine released from halocarbons (in the
LLGHG simulations), reducing ozone depletion [30],
and the NOx removal rate may be affected by non-
linearities in hydrogen oxide abundances related to the
nonlinear water response to the tropopause ‘cold-trap’
temperature. These interactions are possible in the
GISS-TCADI historical ensemble, but are not present
in the single-forcing simulations. It is also conceivable
that other factors contribute to the differences
between GISS-TCADI SUM and historical trends,
for example, improved meteorological coherence of
these tracers in the interactive simulations (relative to
the non-interactive NINT simulations) may con-
tribute [31].

4. Conclusions

Single-forcing climate model simulations help us to
perform sensitivity tests in order to attribute phenom-
ena in the real world. If the climate response tomultiple
forcings is not additive, this may undermine these

inferences, complicating attribution studies. Our
results indicate that in models without interactive
chemistry, global-average, annual-average temperature
and precipitation responses at multiple timescales are
generally additive inmultiple forcings. Additionally, we
find no significant nonlinearities in any model when
century-scale (1900–2000) T and P trends are consid-
ered. However, in the GISS-TCADI model incorporat-
ing interactive chemistry, the sums of single-forcing
post-1950 precipitation trends of varying lengths are
generally larger than precipitation trends in the histor-
ical ensemble. These trends are accompanied by
differences in ozone concentrations and temperatures
aloft, but not necessarily by large differences in surface
temperatures. We suggest that the differences between
historical and SUMtrends arise fromnonlinear interac-
tions between chemical species that are captured in the
historical experiment, but absent in the single-forcing
simulations. Reduced ozone depletion in the historical
run (compared to SUM) may lead to changes in
instantaneous radiative forcing due to ozone, rendering
it less negative. This, in turn, alters the atmospheric
energy balance, leading to differences in response of

Figure 3.Thirty yearT andP signal-to-noise ratios inGISS-NINT (a) , (b) andGISS-TCADI (c) , (d) simulations as a function of time.
The ensemblemean SN for each single forcing is shown as a colored bar. Single-forcing ensemblemean SNs are stacked to show
relative differences between trends. The sumof single-forcingmean SNs is shown in purple; themean historical SNs are shown in
black. Least-squares linear SN trends are calculated over 30 yr and overlap by all but 1 yr; that is, the first trend is over 1900–1929, the
second from1901–1930, and so on.
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precipitation to temperature. Thus, our results indicate
that, at least for the GISS model, interactive chemistry
captures interactions between radiative forcing agents
—interactions that have consequences for important
variables even at the largest scales.

Our conclusions are necessarily limited by reliance
on existing CMIP5 data. Single-forcing model experi-
ments were not a high priority for many modeling
groups, and the sparse nature of the CMIP5 ‘histor-
icalMisc’ archive limits our ability to examine the
additivity of climate responses in a multi-model fra-
mework. These results will, we hope, encourage more
modeling groups to perform complete suites of single-
forcing experiments.
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