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Climate and health impacts of US emissions
reductions consistent with 2 ◦C
Drew T. Shindell1*, Yunha Lee1 and Greg Faluvegi2

An emissions trajectory for the US consistent with 2 ◦C
warming would require marked societal changes, making it
crucial to understand the associated benefits. Previous studies
have examined technological potentials and implementation
costs1,2 and public health benefits have been quantified for
less-aggressive potential emissions-reduction policies (for
example, refs 3,4), but researchers have not yet fully explored
the multiple benefits of reductions consistent with 2 ◦C. We
examine the impacts of such highly ambitious scenarios for
clean energy and vehicles. US transportation emissions reduc-
tionsavoid∼0.03 ◦Cglobalwarming in2030(0.15 ◦C in2100),
whereas energy emissions reductions avoid ∼0.05–0.07 ◦C
2030 warming (∼0.25 ◦C in 2100). Nationally, however, clean
energy policies produce climate disbenefits including warmer
summers (although these would be eliminated by the remote
e�ects of similar policies if they were undertaken elsewhere).
The policies also greatly reduce damaging ambient particulate
matter andozone. By2030, clean energypolicies could prevent
∼175,000 premature deaths, with∼22,000 (11,000–96,000;
95% confidence) fewer annually thereafter, whereas clean
transportation could prevent ∼120,000 premature deaths
and∼14,000 (9,000–52,000) annually thereafter. Near-term
national benefits are valued at∼US$250 billion (140 billion to
1,050billion)per year,which is likely toexceed implementation
costs. Including longer-term, worldwide climate impacts,
benefits roughly quintuple, becoming ∼5–10 times larger
than estimated implementation costs. Achieving the benefits,
however, would require both larger and broader emissions
reductions than those in current legislation or regulations.

The US has pledged to markedly reduce emissions that cause
warming but has left many details to be determined later. We
construct emission scenarios for the primary sectors contributing
to climate change and air quality degradation. We then model the
effects of those to quantify the human health benefits and the near-
and long-term climate impacts both locally and globally. Finally,
we analyse the economic valuation of those benefits and compare
with costs.

To derive 2030 emissions, we use a constant rate of decrease
between 2015 and 2050 (2.7% yr−1; see Supplementary Information)
that leads to the 80% reduction relative to approximate current
emissions targeted for 2050 and consistent with 2 ◦C warming.
Under this scenario, emissions need to be ∼40% below current
levels in 2030, or ∼4,000 TgCO2e yr−1, and ∼62% below baseline
2030 emissions. This is similar to a five-year extrapolation of
the 2015 US–China agreement under which the US agreed to
reductions relative to 2005 of 17% by 2020 and 28% by 2025, and
to previous analysis of US decarbonization2. We create a ‘clean
transportation’ scenario under which surface transport emissions

are reduced by 75% and a ‘clean energy’ scenario reducing
energy sector emissions by 63% relative to the baseline. We
use Representative Concentration Pathway 8.5 (RCP8.5) for the
baseline, and for all emissions under these scenarios except for
these US sectors, for which all pollutants are reduced uniformly.
These scenarios are beyond announced policies, but technically
feasible and in accord with other proposals (see Supplementary
Information). The policies strongly reduce CO2 emissions from
both sectors, with additional substantial reductions inmethane, SO2
and NOx emissions from energy and CO and NOx from surface
transportation (Supplementary Table 1).

These scenarios were used to drive simulations of atmospheric
composition using two models. In 2030, the clean energy policy
causes positive global mean aerosol radiative forcing owing
primarily to reduced sulphate, but negative forcing through reduced
ozone and methane, so that the net total forcing is almost identical
to the forcing from CO2 alone (∼−50mWm−2; Supplementary
Table 2). In the clean transportation scenario, there is a reduction
in ozone but an increase in methane (due to reduced oxidation),
and very small positive aerosol forcings. Hence, again the net
total forcing is similar to the CO2 forcing at the global scale
(∼−30mWm−2). The CO2 forcing increases to −118mWm−2
at 2050 and −213mWm−2 at 2100 for energy, and to −76
and −136mWm−2 for transportation at those times, respectively
(see Supplementary Information). Hence, for global mean surface
temperature, both policies are beneficial at all timescales.

Although both policies lead to reductions in global mean
radiative forcing, local values can be quite different from the global
mean for most of the near-term climate forcers (defined here as
methane, aerosols and ozone-related species). In particular, the
large decreases in SO2 emissions under the energy policy scenario
lead to very strong positive aerosol radiative forcing over the
US (Supplementary Table 3). Aerosol radiative forcing exceeds
300mWm−2 over much of the US, largely owing to direct forcing in
the east and to aerosol–cloud forcing in the MountainWest (Fig. 1).
The direct forcing is greatest in the east because most of the sulphur
dioxide emissions are located there, whereas the aerosol–cloud
response is largest in the Mountain West because clouds are much
more sensitive to aerosol changes at the lower aerosol concentrations
found in that comparatively unpolluted region (for example, ref. 7).
This positive aerosol forcing dominates the net forcing in 2030
over the US (Fig. 1 and Supplementary Table 3). The US radiative
forcing under the transportation policy shows similar patterns, but
with reduced magnitude (Fig. 1). In this case, net aerosol forcing
is positive owing to reductions in emissions of organic carbon
and NOx , the latter leading to reductions in nitrate aerosols (see
Supplementary Information). Over time, however, the influence of
CO2 grows, so that net US radiative forcing becomes negative under
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Figure 1 | Radiative forcing due to clean energy and clean transportation. Values are shown for 2030 for the energy (left column) and transportation (right
column) policy scenarios relative to the baseline for aerosols (top two rows) and net forcing in 2030 and 2050 (bottom two rows) based on the model
version incorporating mass-based aerosols (see Supplementary Fig. 1 for the model incorporating aerosol microphysics). Net forcing includes aerosols,
ozone (which is small compared with aerosols), CH4 and CO2 (which are fairly uniform). Coloured values are statistically significant (95% based on
interannual variability; Figs 1–4).

either policy relative to the baseline (Fig. 2). The transition takes
place earlier in the case of the transportation policy than the energy
policy in both models. Using detailed aerosol microphysics, the
transitions occur in 2024 and 2069 for transportation and energy
policies, respectively, whereas using the mass-based aerosol model
they take place in 2035 and 2089.

We examine the climate response in 200-year coupled ocean–
atmosphere simulations comparing a 2030 control with an exper-
iment decreasing US energy sector emissions. These long equilib-
rium simulations provide statistically significant results. Transient
response at 2030 would be ∼15–20% less in magnitude (based on
our model). Global mean temperatures decrease by ∼0.05 ◦C, but

annual average temperatures over much of the US barely change
(Fig. 3). During the boreal summer, the contiguous US warms
owing to the reduced sulphate, which causes especially large positive
forcing during this season. Most areas outside the US experience
cooling due to reducedCO2, but several otherNorthernHemisphere
mid-latitude and Arctic regions also see modest summer warming,
consistent with the enhanced sensitivity of those two latitude bands
to Northern Hemisphere mid-latitude forcing8. Although regional
responses to aerosol forcing vary substantially across models5, these
results highlight the potential for near-term local climate disbenefits
due to clean energy policies, highlighting the value of international
cooperation to reduce both near-term climate forcers and CO2.
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Figure 2 | Radiative forcing over the United States due to the two policies. Values are given for both aerosol models by component at 2030 and the net is
given versus time. Values greater than∼3 mW m−2 are statistically significant.
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Figure 3 | Equilibrium annual (top) and boreal summer (bottom) average
surface temperature response to the clean energy scenario. Coloured
values are significant in the contiguous US states and most tropical and
mid-latitude areas whereas only absolute values greater than about 0.1 ◦C
are significant at high latitudes.

As climate simulations are computationally expensive, we simply
estimated temperature responses for other times and for the
transportation scenario using the time-dependent response to
radiative forcing from the Hadley Centre model6. In 2030, the
clean transportation scenario has ∼0.03 ◦C less warming globally

whereas the clean energy scenario has ∼0.07 ◦C less (a value
slightly larger than that obtained in our climate simulations owing
to the higher sensitivity in the Hadley Centre model relative to
the GISS (Goddard Institute for Space Studies) model). These
benefits increase to∼0.15 ◦C and∼0.25 ◦C in 2100 for these cases,
respectively, assuming constant post-2030 CO2 emissions. As with
radiative forcing the values are small relative to projected baseline
warming but are substantial considering they stem from emission
controls within a single nation and sector.

Reductions in surface particulate matter with a diameter smaller
than 2.5 µm (PM2.5), which is robustly linked to adverse human
health impacts (for example, ref. 9), are greatest over the eastern US
where sulphur dioxide emissions decrease the most for the energy
scenario (Fig. 4). Reductions attributable to clean transportation
maximize in the upper Midwest where large ammonia emissions
due to agriculture and small SO2 emissions lead to NOx emissions
readily forming nitrate.

We calculated the effects of these PM2.5 changes and ozone
changes on human health based on concentration–response
functions (CRFs) from epidemiological studies, with CRF variants
used to characterize uncertainties. The health impacts broadly
follow the location of the PM2.5 changes, although population
density also influences results (Fig. 4). Differences between the two
aerosol models are relatively small for the energy scenario. They
are large for the transportation scenario, reflecting the importance
of the nitrate response to NOx (included in the mass-based model
but not in the microphysics model). Nonetheless, variation across
CRFs seems to exceed that from physical uncertainties (here and,
for example, in ref. 10).

Roughly 22,000 (10,000–96,000) premature deaths are
prevented annually under the clean energy scenario and ∼14,000
(9,000–52,000) for clean transportation by 2030. Totals over
2015–2030 are ∼175,000 and ∼120,000, respectively for CRFbase.
Uncertainties include intermodel composition differences and CRF
variations and are dominated by PM2.5 CRFs. We assume that these
approximately represent 95% confidence intervals. Ozone decreases
are responsible for ∼4,000 annually avoided premature deaths for
energy and ∼5,000 for transport, with their relative importance
highly sensitive to the PM2.5 methodology. For PM2.5, 89–91% of
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Figure 4 | Annual average change in surface PM2.5 and PM2.5-related mortalities. Values are presented for the two policies and the two models. Coloured
values are statistically significant. Eastern US PM2.5 reductions in the energy policy case are between 1 and 2 µg m−3. Health values are for the sum of all
causes examined here and use CRFbase.

benefits are within the US, whereas only 26–33% of ozone-related
benefits occur domestically (Supplementary Fig. 2). Of the total
PM2.5 plus ozone impacts, ∼3–4% are in Canada and ∼1–2%
in Mexico.

We monetized these health benefits and calculated societal wel-
fare more broadly using the Social Cost of Atmospheric Release
(SCAR), which includes climate and air quality benefits11. Themon-
etized air quality benefits within the SCAR are globally representa-
tive, and are ∼20–25% less than those found in these calculations
(consistent with relatively high North American incomes). SCAR
valuation with mid-range (3%) discounting is ∼US$800 billion
(400 billion to 1,700 billion) for clean energy and∼US$400 billion
(200 billion to 1,000 billion) for clean transportation (Fig. 5). Both
the total valuation and the fraction attributable to the direct effects

of air quality on human health vary with the discount rate. In com-
parison, valuation using the US Government’s Social Cost of Car-
bon12 that monetizes reductions in CO2 alone is ∼US$210 billion
and∼US$140 billion, respectively, for 3% discounting. Hence, that
methodology (and most climate policy analyses, as these typically
neglect air quality valuation13) encompasses only ∼1/3–1/4 of the
benefits found here and only those occurring over long timescales,
implying an overly strong mismatch between near-term implemen-
tation costs and the timing of benefits.

Premature deaths are the only air quality impact valued here,
but effects on medical spending and worker productivity can
be quite large14. For example, based on the ratio of impacts in
previous analyses15, the clean energy and transportation policies
together could prevent∼29,000 asthma attacks in children under 18
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Figure 5 | Valuation of worldwide societal benefits from the two policies.
Values are human health benefits due to improved air quality based on the
composition–climate modelling (leftmost pair of bars) and valuation of air
quality and climate benefits using the SCAR metric (right three pairs of
bars). Uncertainty in the composition–health impacts stems from the
various CRFs examined here, whereas uncertainty in the SCAR valuation
incorporates the uncertainty in the CRFbase case relative risk estimates
alone for composition–health, along with multiple uncertainties related to
climate and economic projections (95% confidence).

requiring emergency room visits and ∼15,000,000 lost adult work
days each year.

Although differences in the relative changes of various pollutants
complicate any comparison with previous studies, it seems that
our results are broadly consistent with other work using more
detailed scenarios (see Supplementary Information). It is hence
useful to compare our benefits with estimated costs. The EPA
(Environmental Protection Agency) estimated implementation
costs for the proposed Clean Power Plan of US$7 billion to
US$9 billion (ref. 16). This plan achieves roughly half of the
CO2 emission reductions of our energy scenario. Although costs
might increase as reductions deepen, this suggests that at least
for the first half of the energy sector emissions reductions the
net societal benefits are roughly 20–80 times the implementation
costs. Furthermore, an analysis with emissions reductions similar to
ours2 estimated 2030 economy-wide additional costs of ∼US$100
billion to US$210 billion. Another study found that provision of all
energy by renewables could leave energy costs virtually unchanged1.
Hence, benefits seem to outweigh costs by at least a factor of
5–10 even for deep decarbonization with costs more than tenfold
greater than the Clean Power Plan. The air quality-related health
benefits are realized almost immediately and are primarily domestic,
so that the near-term national gains alone (Fig. 5) are also larger
than the implementation costs in contrast to the temporal and
spatial mismatches between emissions controls and benefits typical
of climate policies.

Implementation is nonetheless extremely challenging. Most
benefits would accrue to society at large whereas businesses
that could face economic losses would not directly benefit
from decreased emissions. These misaligned economic incentives
between the welfare of individual companies and that of society
at large create substantial implementation barriers. Internalizing
environmental damages within the economic system, for example,
by means of damage recovery fees or avoidance credits, is the
most obvious way to remove these barriers to achieving net
societal benefits.

Methods
Methods and any associated references are available in the online
version of the paper.
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Methods
Experimental design. Simulations used the version of the GISS (Goddard Institute
for Space Studies) ModelE2 used for the Coupled Model Intercomparison Project
Phase 5 (CMIP5) and the Atmospheric Chemistry and Climate Model
Intercomparison Project (ACCMIP; refs 17,18). Ocean conditions (sea-surface
temperature and sea-ice cover) were prescribed at seasonally varying values for
2030 from our previous RCP8.5 simulations for radiative forcing and pollutant
modelling. Forty-five-year simulations were performed with fixed ocean conditions
but allowing atmospheric and land-surface responses, producing the Effective
Radiative Forcing (ERF), and analyses use the last 40 years of these simulations for
most forcing diagnostics. Aerosol–cloud forcings were not statistically significant,
however, leading us to instead diagnose those from additional simulations with
fixed meteorology (and therefore greatly reduced noise, but excluding
cloud-lifetime changes). Those aerosol cloud–albedo forcings are based on the last
9 years of 10-year simulations. Although incomplete compared with the full ERF,
this has provided a fairly good approximation of the global mean total in other
cases (for example, the pre-industrial to present day cloud albedo forcing is
−0.58Wm−2 whereas the ERF-minus-direct aerosol forcing is−0.61Wm−2
(ref. 19)). Radiative forcing due to methane changes is calculated over the last 10
years of the longer simulations. The impact of CO2 changes is calculated using an
offline set of analytic equations representing the carbon cycle20, with CO2

reductions imposed linearly from 2010 to 2030. Statistical analyses of the model are
based on interannual variability and all confidence levels are 95%.

The most uncertain driver of climate forcing since the pre-industrial is
aerosols21. Hence, we performed simulations using two very distinct
representations of aerosols within the same host climate model. The first is the
default aerosol model used in GISS CMIP5 simulations, a relatively simple
mass-based aerosol scheme under which aerosols are assumed to be externally
mixed and size information is prescribed17. The second is the TwO-Moment
Aerosol Sectional (TOMAS) aerosol microphysics model, which predicts aerosol
number and mass size distributions by computing total aerosol number (that is,
zeroth moment) and mass (that is, first moment) concentrations for each species in
15 size bins ranging from 3 nm to 10 µm in dry diameter22. The mass-based model
includes nitrate whereas the sectional model does not (it includes sulphate, sea salt,
internally mixed elemental carbon, externally mixed elemental carbon, hydrophilic
organic matter, hydrophobic organic matter, mineral dust, and aerosol–water, in
135 size-resolved aerosol tracers plus three bulk aerosol-phase species and five bulk
gas-phase species). Although these two models do not encompass the full breadth
of model uncertainties (for example, they share the same convection scheme), they
nevertheless differ markedly in the processes and complexity of their aerosols and
we therefore believe that these models provide a good initial indication of
uncertainty in the aerosol responses.

Health impacts.Health impacts of surface pollution changes are calculated using
established methodologies. For PM2.5, all aerosols are evaluated at 0.5◦ by 0.5◦
resolution using the internal tracer gradients within the larger model grid boxes23
for the mass-based model (2◦ by 2.5◦ resolution is used for the microphysical
model), and primary aerosols are also downscaled on the basis of population
density24 for both models. Change in premature deaths is always calculated as

1M=Mb×P×AF

whereM is the number of premature deaths due to PM2.5,Mb is the cause-specific
baseline mortality rate25, P is population, and AF is the attributable fraction of
deaths due to PM2.5. AF can be expressed in terms of the relative risk (RR):

AF= (RR−1)/RR

Our baseline case, hereafter CRFbase (refs 10,26), uses a log-linear relationship
between PM2.5 exposure and AF:

AF=1−exp(−β1C)

where β is the CRF slope and1C is the PM2.5 concentration change. Starting from
the American Cancer Society estimates of RR per 10 µgm−3 increase in PM2.5

(ref. 27), and incorporating evidence for 80% higher CRFs based on expert
elicitation28 as in ref. 10, we use β of (ln(1.14)/10)× 1.8 for lung cancer and
(ln(1.09)/10)× 1.8 for cardiovascular and respiratory disease. The CRF slopes in
this case correspond to 2.4% and 1.6% increases per microgram per cubic metre of
PM2.5 for lung cancer and for cardiovascular plus respiratory disease, respectively.
That case is probably the most fitting for the US as epidemiological studies indicate
that the CRF slope is linear at fairly low concentrations up to∼40 µgm−3, and US
PM2.5 levels are typically within that range29,30, and the base case slopes were in fact
derived from US studies of exposure to ambient pollution levels.

The CRFhigh calculation incorporates a reduction in the CRF slope at higher
exposure levels but an increase at lower levels31, using the log of the PM2.5

concentration with slopes of 0.2794 per1(lnC) for cardiovascular and respiratory

disease and 0.4180 per1(lnC) for lung cancer10,32. The CRFlow calculation is based
on epidemiological studies of the response to both extremely high PM2.5 from
cigarettes (direct and second-hand) as well as ambient pollution33,34.
Cardiovascular RR= 1+ 0.2685 (Inh×C)0.2730, where Inh is the inhalation rate
(18m3 d−1) and C is the annual average of daily PM2.5 concentration (dmgm−3)
for control or experiment so that Inh×C represents exposure (times 1mg−1 to
become unitless)34. Similarly, RR for lung cancer is 1+ 0.3195(Inh×C)0.7433.
Respiratory diseases are not included in this variant.

Note that all PM2.5 components are treated equally, as data on the role of
individual species are not considered conclusive (for example, by the US EPA
(Environmental Protection Agency) or the WHO (World Health Organization)),
but there is some evidence for differential impacts associated with different
pollutants or different sources. For example, some studies have found
approximately three times greater RR from mobile sources than from coal
combustion sources35,36. However, the importance of various components or source
categories seems to vary with the end points assessed, and may also depend on
particle sizes, geographic location and season, with most authors concluding that
associating risk with total PM2.5 remains the current best practice37.

Ozone–health impacts are based on the long-term relative risk from an
American Cancer Society US study associating ozone with premature death from
respiratory disease38. The RR has a value of 1.04 per 10 ppb increase in the
maximum 6-month average of the 1-h daily ozone maximum10. An alternative
calculation uses the risk due to short-term exposure34, which assigns most impacts
to increased cardiovascular disease using a RR of 1.11 for a 10 ppb increase in 24-h
ozone concentrations based on a meta-analysis39. For comparison, the worldwide
6-month average of the 1-h daily maximum is about 33% greater than the 24-h
ozone averaged over the course of a year in our models.

Owing to data limitations, the calculation uses baseline mortality rates for all
people aged 15 and older whereas the CRF was measured for people aged 30 and
over; hence, baseline mortality is very slightly too low. In general, this bias is
expected to be small compared with the differences across CRFs. Population data
for all people aged 30 or older for 2030 are used for all health calculations, and are
based on gridded projections for 2015 (ref. 40) scaled at the country level according
to projected changes under a medium fertility scenario41.

For comparison, total present-day US premature deaths due to ambient
anthropogenic air pollution are 114,000 (46,000–216,000) based on our modelling.
An analysis using a very high-resolution model for the US found 53,000–208,000
premature deaths in their main analyses15, a range very consistent with our
estimates (although uncertainties in defining the natural portion of pollutants
mean that very close agreement may be partly coincidental). Total worldwide
premature deaths due to ambient PM2.5 are 3.6–4.3million yr−1, (CRFbase and
CRFhigh calculations), consistent with the 2015 estimate by the World Health
Organization of 3.7million yr−1.

Valuation.Health valuations use the US EPA’s methodology updated to 2010.
Base VSL (value of a statistical life)= US$7.5million× (1.02(year−2010)), where

1.02 represents assumed 2% yr−1 inflation. All values, however, are given in 2007
US$ (as in ref. 12).

Although most impacts occur within the US, values were weighted at the
national scale according to the income levels in different countries. World Bank
data on national GDP per capita for 2007 (in 2005 US$) were used after being
converted to the list of countries from the WHO Global Burden of Disease.
Although all countries were included, most of the PM2.5-related impacts are in
North America (and those dominate the overall health impacts), but the
ozone-related impacts extend broadly over the Northern Hemisphere. The
population-weighted world average value was used for the few small countries
without data. Income elasticity was set to 0.4 as in ref. 24 and as recommended by
the US EPA; hence, valuation of lives is based on local available funds and hence
greater amounts that societies are willing to pay to avoid risk with increasing
income (not greater inherent worth of lives in wealthier nations). This is
implemented using:

VSL= (base VSL)× (GDP(N)/GDP(US))0.4

Although use of a higher elasticity may be better for international comparisons, our
valuations are only marginally sensitive to this value given that the preponderance
of impacts is within the US. SCAR valuations include uncertainty ranges
representing 95% confidence levels.
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